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• Let us consider a system of N interacting electrons in an external 
potential Vext(r), such as the one generated by the nuclei. 

• It is completely described by its wavefunction: 
 
 
which is obtained by solving the Schrödinger equation:

Electronic N-body problem
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• If there was no electron-electron interaction, the variables could easily 
be separated and the N-electrons wavefunction could be replaced by the 
product of N 1-electron wavefunctions: 
 
 

which are the solutions of a 1-electron Schrödinger equation: 
 
 

• The total energy would simply be:

One particle approximations
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• By solving the 1-electron Schrödinger equation: 
 
 
 
we obtain the band structure εn which can be determined experimentally 
by photoemission or inverse photoemission (valence or conduction bands).

One particle approximations
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Energy conservation: 
   before  → hν + EN,0 

   after     → Ekin + EN-1,n 

!
The binding energy is: 
   Ekin − hν = EN,0 − EN-1,n  = εn 

    EN-1,n = ε1 +…+ εn + … + εN
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Green’s functions theory 
and quasiparticles



Definition of the 1-particle Green’s function

• Green’s function theory and the quasiparticle concept constitute an 
elegant alternative to DFT to solve the many-body problem. 

• The 1-particle Green’s function G(r1 , t1 , r2 , t2 ) is 
 
 
 
 
where T is the time-ordering operator: 
 
 
θ (t) is the Heaviside step function [ θ (t) =1 for t > 0 and 0 for t < 0 ], 
ψ̂ and ψ̂† are the field operators in the Heisenberg representation for 
annihilation and creation, respectively.

T [ŷ(r1, t1)ŷ†(r2, t2)] =
⇢

ŷ(r1, t1)ŷ†(r2, t2) if t1 > t2
ŷ†(r2, t2)ŷ(r1, t1) if t2 > t1

G(r1, t1,r2, t2) =� i⇥N,0|T [ŷ(r1, t1)ŷ†(r2, t2)]|N,0⇤
=� i⇥N,0|ŷ(r1, t1)ŷ†(r2, t2)|N,0⇤q(t1 � t2)

+ i⇥N,0|ŷ†(r2, t2)ŷ(r1, t1)|N,0⇤q(t2 � t1)



Interpretation of the 1-particle Green’s function
• It can be interpreted as the probability amplitude: 

– to detect an electron at point r1  and time t1  when an electron has 
been added to the system at point r2  and time t2  (if t1  > t2 ), 

– to detect a hole at point r1  and time t1  when an electron has been 
added to the system at point r2  and time t2  (if t2  > t1 ).

t1  > t2 t2  > t1

(r1 , t1 )

(r2 , t2 )

(r1 , t1 )

(r2 , t2 )

�N,0|ŷ(r1, t1)ŷ†(r2, t2)|N,0⇥ �N,0|ŷ†(r2, t2)ŷ(r1, t1)|N,0⇥



Schrödinger representation

• Assuming that the Hamiltonian is not an explicit function of time, 
we now move to the Schrödinger representation: 

• Using the relation:  
the 1-particle Green’s function G(r1 , t1 , r2 , t2 ) writes: 
 
 

• It is now explicitly only a function of the time difference τ = t1– t2 , 
we write:

ŷ(r1, t1) = eiĤtŷ(r1)e�iĤt

Ĥ|N,0�= EN,0|N,0�

G(r1, t1,r2, t2) =G(r1,r2;t)

=� ieiEN,0t⇥N,0|ŷ(r1)e�iĤt ŷ†(r2)|N,0⇤q(t)

+ ie�iEN,0t⇥N,0|ŷ†(r2)eiĤt ŷ(r1)|N,0⇤q(�t)

G(r1, t1,r2, t2) =� ieiEN,0(t1�t2)⇥N,0|ŷ(r1)e�iĤt1eiĤt2ŷ†(r2)|N,0⇤q(t1 � t2)

+ ieiEN,0(t2�t1)⇥N,0|ŷ†(r2)e�iĤt2eiĤt1ŷ(r1)|N,0⇤q(t2 � t1)



Lehman representation

• In order to remove the time operators inside the expectation values, 
we introduce the complete set of states with M particles: 
where m is a general label to describe the possible excited states. 

• Since the states form a complete set, we can write the closure relation: 
 
 
and also: 

• Introducing the closure relation between the pairs of exponentials in the 
expression of the 1-particle Green’s function, we get:
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Ĥ |M,n�= EM,n |M,n�

G(r1,r2;t) =� i Â
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ei(EN,0�EM,n)t⇥N,0|ŷ(r1)|M,n⇤⇥M,n|ŷ†(r2)|N,0⇤q(t)

+ i Â
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e�i(EN,0�EM,n)t⇥N,0|ŷ†(r2)|M,n⇤⇥M,n|ŷ(r1)|N,0⇤q(�t)



• Most often, it is more convenient to work with the Fourier transform of 
the 1-particle Green’s function: 
 
 

• Thus, we have: 
 
 
 
 
 
where the infinitesimals ± iη  reflect the time ordering.

Lehman representation
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⇥N,0|ŷ(r1)|M,n⇤⇥M,n|ŷ†(r2)|N,0⇤
w � (EM,n �EN,0)+ ih

+ Â
M,n

⇥N,0|ŷ†(r2)|M,n⇤⇥M,n|ŷ(r1)|N,0⇤
w +(EM,n �EN,0)� ih

G(r1,r2;w) =
1
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G(r1,r2;t)eiwt dt



• The expectation values                                                                    are 
different from zero only for M = N + 1 ;  while                                and 
                               are different from zero only for M = N – 1 .  

• Thus, the 1-particle Green’s function can be written as:

Lehman representation
�N,0|ŷ(r1)|M,n⇥ and �M,n|ŷ†(r2)|N,0⇥

�N,0|ŷ†(r2)|M,n⇥

G(r1,r2;w) =Â
n

⇥N,0|ŷ(r1)|N +1,n⇤⇥N +1,n|ŷ†(r2)|N,0⇤
w � (EN+1,n �EN,0)+ ih

+Â
n

⇥N,0|ŷ†(r2)|N �1,n⇤⇥N �1,n|ŷ(r1)|N,0⇤
w +(EN�1,n �EN,0)� ih

�M,n|ŷ(r1)|N,0⇥



• Let us consider the energy terms appearing at the denominators, they 
can be rewritten as: 
 
 

• The difference EN+1,0 – EN,0 represents the minimum energy needed to 
add one electron to a system of N electrons. 
It is the electron affinity (EA) : 

• The difference EN,0 – EN–1,0 represents the minimum energy needed to 
remove one electron to a system of N electrons.  
It is the ionization energy (IE) :

Lehman representation

EA = EN+1,0 �EN,0

IE = EN,0 �EN�1,0

EN+1,n �EN,0 = (EN+1,n �EN+1,0)+(EN+1,0 �EN,0)

EN,0 �EN�1,n = (EN,0 �EN�1,0)+(EN�1,0 �EN�1,n)



• It can be shown that IE ≤ EA, so that if we define: 
 
 
 
the quantity εg is positive. 

• In an atomic or molecular system, we have: 
 IE (energy of HOMO) < EA (energy of LUMO). 

• In a solid, we define the chemical potential μ such that:  
 
 
In the thermodynamic limit (N, V→∞, with N/V=cst), we distinguish: 
– metallic systems in which εg = 0 (IE≃μ≃EA) 
– insulating systems in which εg > 0 (IE<μ<EA)

Lehman representation

IE  µ  EA

eg = EA� IE
= (EN+1,0 �EN,0)� (EN,0 �EN�1,0)



• Coming back to the energy terms appearing at the denominators: 
 
 
 
 
 
 
we define the excitation energies of the system:

Lehman representation
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• If we define the Lehman amplitudes as: 
 
 
 
 
the numerators of the 1-particle Green’s function can be rewritten like: 
 

Lehman representation

⇥n(r) =

8
<

:
⇥N �1,n|⇤̂(r)|N,0⇤ when �n < µ

⇥N,0|⇤̂(r)|N +1,n⇤ when �n > µ

⇤N,0|ŷ†(r2)|N �1,n⌅⇤N �1,n|ŷ(r1)|N,0⌅= f ⇥
n (r2)fn(r1)

⇤N,0|ŷ(r1)|N +1,n⌅⇤N +1,n|ŷ†(r2)|N,0⌅= fn(r1)f ⇥
n (r2)



• The 1-particle Green’s function can thus be written as : 
 
 
 
with 
 
 
 

• Its poles are thus located as follows:

Lehman representation

G(r1,r2;⌅) =Â
n

⇥n(r1)⇥ ⇤
n (r2)

⌅ � �n + i⇤ sgn(�n �µ)
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• The 1-particle Green’s function can also be cast into the so-called 
spectral representation like:  
 
 
where the integral is to be taken on the contour C  defined as follow:  
 
 
 

• The is spectral function is simply given by:

Spectral representation

G(r1,r2;w) =
Z

C

A(r1,r2;w 0)

w �w 0 dw 0

Re(ω)

Im(ω)μ
}iη

-iη{

A(r1,r2;w) = Â
n

fn(r1)f ⇤
n (r2)d (w � en)

⇥n(r) =

8
<

:
⇥N �1,n|⇤̂(r)|N,0⇤ when �n < µ

⇥N,0|⇤̂(r)|N +1,n⇤ when �n > µ



• It can be shown that the spectral function satisfy the following sum-rule:  
 
 

• And, using the Sokhatsky-Weierstrass theorem which states that 
 
 
 
where P denotes the Cauchy principal value, we have that

Spectral representation

Z +•
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f (x)
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• In an homogeneous and crystalline system, we have that: 
 
it is thus more convenient to perform a momentum transformation of 
the 1-particle Green’s function: 

• Using plane-wave states as a basis for the field operators: 
 
 
the 1-particle Green’s function rewritten as:

Quasiparticles

G(r1,r2;w) = G(r1 � r2;w)

G(k,w) =
Z

G(r1 � r2;w)e�ik·(r1�r2)d(r1 � r2)

ŷ(r) = Â
k

eik·rĉk ŷ†(r) = Â
k

e�ik·rĉ†
k

G(k,⌅) =Â
n

|⇥nk|2

⌅ � �n + i⇤ sgn(�n �µ)

⇥nk =

8
<

:
⇥N �1,n|ĉk|N,0⇤ when �n < µ

⇥N,0|ĉk|N +1,n⇤ when �n > µ



• The spectral representation thus becomes:  
 
 
with 
 

• For non-interacting electrons, we have: 
 
 
and the spectral function is simply:

Quasiparticles

G(k,w) =
Z

C

A(k,w 0)

w �w 0 dw 0

A(k,w) = Â
n
|fnk|2 d (w � en)

ĉ†
k |N,0⇥= |N +1,n,k⇥

ĉk |N,0⇥= |N �1,n,�k⇥

A(k,w) = Â
n

d (w � enk)
ω

k

A(k,ω)



• For interacting electrons, if there is a strong overlap between 
and                     (resp.               and                       ), we will say that 
there exists a quasi-electron (resp. quasi-hole) of energy εnk (εn-k ).

Quasiparticles

|N +1,n,k� ĉk |N,0�

[courtesy of Martin Stankovski (Université Catholique de Louvain, Belgium)]
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Utility of Green’s function
• As we have just seen, the 1-particle Green’s function contains a lot of 

information about all the 1-particle excitations. 

• It also also to compute the total ground-state energy. 
Indeed, using Galitskii-Migdal formula, it can be written: 
 
 

• In fact, we can obtain the expectation value of 1-particle operator (be it 
local or non-local).

EN,0 =
1

�

Z µ

�•
Tr
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Many-Body Perturbation Theory



Equation of motion of the Green’s function
• Starting from the equation of motion for the Heisenberg annihilation  

and creation field operators ( ψ̂ and ψ̂† ) a hierarchy of equations of 
motion for the Green’s function can be derived. 

• For the 1-particle Green’s function, it gives 
 
 
 

where                                         and 
 

Note that we have adopted Hedin’s simplified notation: 
1 ≡ (r1 , t1 ) and 1⁺ ≡ (r1 , t1+ η) where η is a positive infinitesimal. 

• The 1-particle Green’s function depends on the 2-particles one: 
 
 

ˆH
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(r
1

) =�1
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—2 +V
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v(1,2) =
1

|r1 � r2|
d (t1 � t2)

G2(1,2;3,4) = (i)2�N,0|T [ŷ(r1, t1)ŷ(r2, t2)ŷ†(r3, t3)ŷ†(r4, t4)]|N,0⇥


i

∂
∂ t1

� Ĥ0(r1)

�
G(1,2)+ i

Z
d3 v(1+,3)G2(1,3;2,3+) = d (1,2)



• If we look at the structure of the equation of motion, we can distinguish: 
 
 

• Since we are specifically interested in the interaction effects, we will 
assume that the non-interacting part of the equation part can always be 
solved exactly: 

• This defines the independent-particle Green function G0.  
Note that  
(i) the calculation of G0  is non-trivial for a solid (except jellium); 
(ii) some of the larger interaction effects, which produce an effective 
     1-particle potential, can be included in Ĥ0

non-interacting
z }| { z }| {

Equation of motion of the Green’s function

interaction terms

[i
∂

∂ t1
�Ĥ0(r1)]G0(1,2) = d (1,2)


i

∂
∂ t1

� Ĥ0(r1)

�
G(1,2)+ i

Z
d3 v(1+,3)G2(1,3;2,3+) = d (1,2)



• We first consider the 2-particles Green’s function:

(a) t1  > t2

(b) t2  > t1

G2(1,3;2,3+)d (t+1 � t3) =

(i)2⇥N,0|T [ŷ(r1, t1)ŷ(r3, t+1 )ŷ†(r2, t2)ŷ†(r3, t++
1 )]|N,0⇤

e
r1 , t1r2 , t2 e

h
r3, t+1 r1 , t1

r2 , t2

r3, t+1
h

r3, t++
1

r3, t++
1

h
r2 , t2r1 , t1 h

h
r3, t+1

r2 , t2r1 , t1

r3, t+1
h

r3, t++
1 r3, t++

1

Hartree and Hartree-Fock approximations



• At this stage, we do not know how the 2 particles propagate, but the 
obvious first choice is to allow each particle to propagate independently 
according to the 1-particle Green’s functions. 

• Thus, we write: 
 
 
 
The first term is the so-called direct term and the second one is the 
exchange term.

Hartree and Hartree-Fock approximations

G2(1,3;2,3+)d (t+1 � t3) =⇥
G(1,2)G(3,3+)+G(1,3+)G(3,2)

⇤
d (t+1 � t3)



• We first consider the direct term as an approximation to the 2-particles 
Green’s function: 
 
 

The equation of motion becomes: 
 

• It is degenerated into a simple independent-particle like equation with 
an added potential, which is nothing but the Hartree potential:

Hartree and Hartree-Fock approximations

G2(1,3;2,3+)d (t+1 � t3) = G(1,2)G(3,3+)d (t+1 � t3)

⇢
i

∂
∂ t1

� Ĥ0(r1)

�
+ i

Z
d3 v(1+,3)G(3,3+)

�
G(1,2) = d (1,2)

VH(1) =�i
Z

d3 v(1+,3)G(3,3+) =
Z n(r3, t1)

r1 � r3
dr3


i

∂
∂ t1

� Ĥ0(r1)�VH(1)
�

G(1,2) = d (1,2)



• The next step is to take both the direct and exchange terms as an 
approximation to the 2-particles Green’s function: 
 
 

• The direct term obviously gives the Hartree potential again, so the 
equation of motion becomes:  
 

• The interaction term is now a non-local operator. It can be shown that it 
is the Green’s function variation of the exchange interaction appearing 
in the Hartree-Fock approximation.

Hartree and Hartree-Fock approximations

G2(1,3;2,3+)d (t+1 � t3) =⇥
G(1,2)G(3,3+)+G(1,3+)G(3,2)

⇤
d (t+1 � t3)


i

∂
∂ t1

� Ĥ0(r1)�VH(1)
�

G(1,2)+ i
Z

d3 v(1+,3)G(1,3+)G(3,2) = d (1,2)



• The obvious next step would be to carry on like this with the 3-particles 
Green’s function, and so on... but this becomes rapidly far too difficult. 

• The trick is to assume that we have solved the infinite series of 
equations of motions and to look for a solution in the form:  
 
 
where V (1)=ϕ(1)+VH(1)  with ϕ(1)  being any external potential such 
as an experimental probe (that will be made equal to zero at the end). 

• The operator Σ is called the self-energy operator. It includes all the 
interaction effects.

The self-energy


i

∂
∂ t1

� Ĥ0(r1)�V (1)
�

G(1,2)� i
Z

d3 S(1,3)G(3,2) = d (1,2)



• To understand the physical meaning of the self-energy operator, we 
transform the equation of motion in the energy domain: 
 
 
 
or adopting a matrix notation: 
 

• By comparing with the non-interacting (i.e. without Σ ) equation: 
 
we can write: 
 
The poles of G  are moved in energy by Σ compared to G0.

The self-energy

[w � Ĥ0(r1)�V (r1,w)]G(r1,r2,w)

�
Z

S(r1,r3;w)G(r3,r2;w)dr3 = d (r1 � r2)

(w1�H0 �V)G�SG = 1 ) G�1 = w1�H0 �V�S

G�1
0 = w1�H0 �V

G�1 = G�1
0 �S



• The equation                             can also be written as: 
 
 
which is known as the Dyson equation. 

• Coming back to the time domain, we get:

Dyson’s equation
G�1 = G�1

0 �S

G(1,2) = G0(1,2)+
Z

G0(1,3)S(3,4)G(4,2)d(3,4)

G = G0 +G0SG
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• We define the inverse dielectric function ϵ−1 as the change in δV due to 
a small variation δϕ in the external potential: 

• We can write:  
 
 
 
 
 
 
 
 
where we have defined the reducible and irreducible polarizability.

Hedin’s equations

⇥�1(1, 2) =
�V(1)
�⇤(2)

V(1) = �(1) +
Z

v(1, 3)n(3)d3

�V(1) = �⇥(1) +
Z

v(1, 3)�n(3)d3

�(1) = V(1) �
Z

v(1, 3)n(3)d3

�⇥(1) = �V(1) �
Z

v(1, 3)�n(3)d3

|{z}
Pred.(3, 2) P(3, 2)

|{z}
⇥�1(1, 2) = �(1, 2) +

Z
v(1, 3)

�n(3)
�⇤(2)

d3 ⇥(1, 2) = �(1, 2) �
Z

v(1, 3)
�n(3)
�V(2)

d3



• We also define the screened Coulomb potential W :

Hedin’s equations

W(1, 2) =
Z
��1(1, 3)v(3, 2)d3

W(1, 2) = v(1, 2) +
Z

v(1, 3)Pred.(3, 4)v(4, 2)d(3, 4)
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           

 

 
 


 



 


         

   

  



 

               
              

        

         

    


 
 

 

 

 

 

            
 

                 
     

        


 

 

 

 

 



W(1, 2) = v(1, 2) +
Z

v(1, 3)P(3, 4)W(4, 2)d(3, 4)



• The expression of the irreducible polarizability  
 
 
can be worked out to lead to: 
 
 
 
 
 
 
 
 
where we have defined the vertex function Γ.

Hedin’s equations

P(1, 2) =
�n(1)
�V(2)

= �i
�G(1, 1+)
�V(2)

|{z}

  

               

              

                 
            

   
 

 
 

 

 

           

 

 
 


 



 


         

   

  



 

               
              

        

         

    


 
 

 

 

 

 

            
 

                 
     

        


 

 

 

 

 



P(1, 2) = i
Z

G(2, 3)
�G�1(3, 4)
�V(1)

G(4, 2+)d(3, 4)

��(3, 4, 1)



• The expression of the vertex function can also be rewritten using: 
 
 
 
and, after some mathematics, we get: 
 
 
 
 
 

Hedin’s equations

�(1, 2, 3) = ��G
�1(1, 2)
�V(3)

= �
�G�1

0 (1, 2)
�V(3)

+
⇥(1, 2)
�V(3)

        

        


 

 

 




 


         

        

  


  

             

                   
         

 

        

      

    

      

      

      

     

     

          

  


    



�(1, 2, 3) = �(1, 2)�(1, 3) +
Z
�⇥(1, 2)
�G(4, 5)

G(4, 6)G(7, 5)�(6, 7, 3)d(4, 5, 6, 7)



• Finally, after some more mathematics, an expression can be obtained for 
the self-energy: 
 
 
 
 
 

• Using W instead of V is a critical to achieve a converging series. 
It was the key finding of Hedin. 

• Note that in the Hartree-Fock self-energy is simply given by:

Hedin’s equations

⇥(1, 2) = i
Z

G(1, 4)W(1+, 3)�(4, 2, 3)d(3, 4)
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�(1, 2) = iG(1, 2)v(1, 2+)



Hedin’s equations

⇥(1, 2) = i
Z

G(1, 4)W(1+, 3)�(4, 2, 3)d(3, 4)

G(1,2) = G0(1,2)+
Z

G0(1,3)S(3,4)G(4,2)d(3,4)

�(1, 2, 3) = �(1, 2)�(1, 3) +
Z
�⇥(1, 2)
�G(4, 5)

G(4, 6)G(7, 5)�(6, 7, 3)d(4, 5, 6, 7)

W(1, 2) = v(1, 2) +
Z

v(1, 3)P(3, 4)W(4, 2)d(3, 4)
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Hedin’s equations



Many-Body Perturbation Theory

[From Richard Mattuck's "Guide to Feynman Diagrams in the Many-Body Problem"]



GW approximation
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

• In order to solve the Hedin’s equations, one possible strategy could be to 
start from the top of the pentagon, with Σ=0. 

• The 1-particle Green’s function simply reduces to G0. 

• The vertex function is thus:  
 
 

and the irreducible polarizability becomes: 
 

• Finally, the self-energy writes: 
 
 
hence the name of the approximation.

GW approximation
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GW vs. Hartree-Fock approximation
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• Usually, we start from independent-particle Green function G0 provided 
by DFT solving the Kohn-Sham equation: 
 
 
where µ is chemical potential and η a positive infinitesimal. 

• The irreducible polarizability is given by the independent-particle or 
Random Phase Approximation (RPA) polarizability: 

Practical GW approximation

P0(r1,r2,w) =
�i
2p

Z
G0(r1,r2,w �w 0)G0(r2,r1,w)e�ihw 0

dw 0

e(r1,r2,w) = d (r1,r2)�
Z P0(r1,r3,w)

|r3 � r2|
dr3

G0(r1,r2,w) = Â
nk

f KS
nk (r1)

⇥
f KS

nk (r2)
⇤⇤

w � eKS
nk + ih sgn(eKS

nk �µ)

P0(r1,r2,w) = Â
nk,mk0

( fnk � fmk0)
f KS

nk (r1)[f KS
mk0(r1)]⇤[f KS

nk (r2)]⇤f KS
mk0(r2)

w � (eKS
nk � eKS

mk0)� ih sgn(eKS
nk � eKS

mk0)



• The screened Coulomb interaction is given by: 
 

• Finally, the self-energy is given by: 
 

• In principle, this process should be iterated until full self-consistent 
resolution of Hedin’s equations is reached. 

• In practice, this is very cumbersome... 

• Often, real calculations stop after one round.  
This is the non-self-consistent GW approximation or G0W0 
approximation.

Practical GW approximation

S(r1,r2,w) =
i

2p

Z
G0(r1,r2,w �w 0)W0(r1,r2,w)e�ihw 0

dw 0

W0(r1,r2,w) =
Z e�1(r3,r2,w)

|r1 � r3|
dr3



• Often, rather than computing the 1-particle Green’s function, we try to 
solve the quasiparticle equation: 
 
 
 
for ω=εnk(ω). 

• In general, the eigenvalues εnk are complex. Their real part can be 
interpreted as a quasiparticle energy        whereas their imaginary part is 
related to the lifetime of the quasiparticle:  

• An intuitive picture of the quasiparticle concept consists in considering 
that when a “bare” particle (an electron or a hole) enters in a system of 
interacting electrons, it perturbs the other particles in its neighborhood 
and hence it gets “dressed” with a charged (positive or negative) cloud 
and hence becomes a quasiparticle.

Quasiparticle equation

eQP
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2
—2
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Quasi-electron

nucleus Coulomb hole

electron:  –e quasi-electron: –e/ϵ



Quasi-hole
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hole: +e quasi-hole: +e /ϵ



Quasi-horse

Ecole DFT, La Grande Motte, 19-23 Mai 2008

– Equation des quasiparticules (Reformulation de l’équation de Dyson)

G�1(r, r⇤⇤,⇤) = [⇤ � h0(r)] �(r� r⇤⇤)� �(r, r⇤⇤,⇤)

G(r⇤⇤, r⇤,⇤) =
�

n

⇥n(r⇤⇤)⇥⇥
n(r⇤)

⇤ � ⇥n

On écrit G�1G = 1 et on prend la limite ⇥ � �n

h0(r)⇥n(r) +
⇥

dr⇤⇤�(r, r⇤⇤, ⇥n)⇥n(r⇤⇤) = ⇥n⇥n(r)

– Propriétés de l’opérateur de self-énergie � (opérateur non hermitique)
Re(⇥n) : Energie de la quasiparticule

Im(⇥n) : Inverse de la durée de vie de la quasiparticule

– Signification physique d’une quasiparticule
(Voir livre de Mattuck)

Quasiparticule : particule nue entourée d’un nuage d’excitations virtuelles
(paires électron-trou, plasmons, · · · )
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[From Richard Mattuck's "Guide to Feynman Diagrams in the Many-Body Problem"]



Spectral function

. .Physical content of GW

From Hartree-Fock to GW
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In practice...
• The similarity between the quasiparticle equation: 
 
 
 
 
and the DFT Kohn-Sham one: 
 
 
suggests to treat the difference between Σ and Vxc as a perturbation with 
respect to the Kohn-Sham calculations. 

• In fact, the approximation                              is very reasonable for many 
materials so that we can write:


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In practice ...
• Since the self-energy Σ operator depends on the energy:  
 
 
this non-linear equation should in principle be solved self-consistently. 
In practice, the self-energy operator Σ  is linearized: 
 

• Hence, defining the renormalization constant Znk as: 
 
 
 
the linearized equation to solve becomes:
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In practice ...
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The band gap within GW

• The agreement with experiments is in much better!
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The band gap within GW

• The calculated band structures are in excellent agreement with those 
measured experimentally.

[from Aulbur et al., Solid State Physics 54, 1 (2000)]



• It may happen that the DFT wavefunctions are not adequate, these need 
to be updated as well in the self-consistent cycle by diagonalizing the 
self-energy operator. The problem is that the self-energy operator is not 
hermitian and energy dependent. 

• A smart method has thus been devised, the Quasiparticle Self-
consistent GW (QSGW), which allows to overcome these problems  
[S. V. Faleev, M. van Schilfgaarde, and T. Kotani, Phys. Rev. Lett. 93, 126406 (2004)]: 
 
 
where ℜ means that one only retains the hermitian part of the matrix. 
Along with self-consistency, the diagonal elements of the self-energy 
are better and better approximations to the true GW diagonal terms, as 
each of them is finally evaluated for the correct GW energy.

Self-consistency in the GW approximation

�fi|S|f j⇥=
1
2

¬ [�fi|S(ei)|f j⇥+ �fi|S(e j)|f j⇥]



Self-consistency in the GW approximation
• The QSGW band gap is slightly bigger than the experimental one.
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Self-consistency in the GW approximation

Accurate Quasiparticle Spectra from Self-Consistent GW Calculations with Vertex Corrections

M. Shishkin, M. Marsman, and G. Kresse
Faculty of Physics, Universität Wien and Center for Computational Materials Science, Sensengasse 8/12, A-1090 Wien, Austria

(Received 21 June 2007; published 12 December 2007)

Self-consistent GW calculations, maintaining only the quasiparticle part of the Green’s function G, are
reported for a wide class of materials, including small gap semiconductors and large gap insulators. We
show that the inclusion of the attractive electron-hole interaction via an effective nonlocal exchange
correlation kernel is required to obtain accurate band gaps in the framework of self-consistent GW
calculations. If these are accounted for via vertex corrections in W, the band gaps are found to be within a
few percent of the experimental values.

DOI: 10.1103/PhysRevLett.99.246403 PACS numbers: 71.10.!w, 71.20.Nr

The accurate prediction of band gaps is a long-standing
challenge to computational materials science. This con-
cerns particularly extended systems, such as bulk semi-
conductors and insulators, for which the widely successful
density functional theory (DFT) method generally yields
much too small band gaps, and in specific cases, even the
wrong band order [1]. The most common approach to deal
with this problem is the GW approximation [2–4], which
is nowadays usually applied perturbatively on top of a
computationally less demanding scheme relying typically
on DFT wave functions and DFT one-electron energies.
The corresponding approximation is referred to as G0W0
[3–5]. Although this approximation was originally vastly
successful, recent calculations clearly demonstrate that
part of the success was related to a fortuitous cancellation
of errors between systematic shortcomings introduced by
the G0W0 approximation itself and technical errors in-
curred by the pseudopotential approximation, on which
many G0W0 calculations were based. This understanding
originates mainly from accurate all-electron calculations
relying on full potential methods that allow a consistent
and accurate treatment of core and valence electrons on the
same footing [6–10]. As shown recently the G0W0 ap-
proximation yields particularly large errors for systems
with shallow d states such as GaAs, ZnO, and CdS
[10,11]. The problem can be partly remedied by iterating
the one-electron energies in the Green’s function G until
self-consistency is reached, but even this approach under-
estimates band gaps in the aforementioned materials by up
to 15% (e.g. Ref. [10]). This has prompted Faleev,
van Schilfgaarde, and Kotani to suggest a self-consistent
GW method—subsequently called self-consistent quasi-
particle GW (scGW)—in which the GW Hamiltonian is
approximated by a self-consistently determined Hermitian
Hamiltonian [12]. In this way, the usual problems encoun-
tered in self-consistent GW calculations, such as loss of
intensity from the quasiparticle peaks to satellites, are
avoided. Although the method yields systematically im-
proved band structures, the fundamental gaps are now
overestimated with errors being largest for small gap ma-

terials like GaAs [13]. Van Schilfgaarde et al. pointed out
that this might be related to the neglect of the attractive
interaction between electrons and holes, which is respon-
sible for the excitonic features in the adsorption spectra
[14]. Unfortunately, including these effects, which is usu-
ally done via vertex corrections in the GW approximation,
is not an easy matter. Here a recent development by
Reining and co-workers comes in, who suggested to recast
this computationally demanding term into an effective
nonlocal exchange correlation kernel fxc"r; r0# [15–18].
We demonstrate that the inclusion of these many-body
correlation effects allows for the prediction of band gaps
with very good precision.

Here we present scGW calculations including a
parameter-free fxc for small gap and large gap materials,
comprising typical semiconductors (Ge, Si, SiC, GaAs,
GaN, ZnO, ZnS, CdS, and AlP), insulators (C, BN, MgO,
LiF), and noble gas solids (Ar, Ne). The calculations are
performed using the projector-augmented-wave method
and the VASP code. The first step in our calculations con-
sists of a hybrid Hartree-Fock density functional calcula-
tion using the HSE03 functional [19]. This functional
mixes 25% of the nonlocal Hartree-Fock exchange to an
otherwise semilocal functional and predicts reasonable
band gaps for semiconductors, although the gaps remain
seriously underestimated for ZnO and rare gas solids [20].
The final results are independent of the choice of the initial
functional, but a good starting point allows us to cut down
on the number of iterations required to achieve self-
consistency in the subsequent GW calculations.

The scGW calculations are performed using a variant of
the method originally suggested by van Schilfgaarde et al.
[12,14]. In order to determine the quasiparticle peaks in the
GW method one needs to determine all solutions n $
1; . . . ; Nstates (filled and unoccupied bands) of a nonlinear
one-electron–like Schrödinger equation (the Brillouin
zone index has been dropped for brevity):

 %T & V &!"En#'j ni $ Enj ni; (1)

where T is the kinetic energy operator, the local potential V
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valence and conduction band states was set to 150 for all
materials. We estimate the technical accuracy of the cal-
culations to be about 2% [10]. Finally, it is noted that the
experimental temperature dependence is often significant,
which test calculations indicate to be not related to thermal
expansion, but more likely electron-phonon couplings not
accounted for in the present framework. One thus has to
compare with gaps measured at low temperature wherever
possible (underlined experimental values in Table I).

As emphasized before, the scGW calculations overesti-
mate the band gaps, with fractional errors being largest for
GaAs and Ge, as already noticed by Chantis et al. [13]. To
a large extent the inclusion of vertex corrections remedies
this problem, with the mean absolute relative error becom-
ing smaller than 4%. On average the band gaps are still
slightly too large, even including the electron-hole inter-
action, with the notable exceptions of ZnS and ZnO, where
the gaps are underestimated by about 6%. We furthermore
observe that the d band position is roughly 1 eV too
shallow for all materials with semicore 3d states (this
includes GaAs and GaN; see exemplary results for ZnO
and GaAs in Table I) and that self-consistency in the wave
functions has only a small effect on the d band position.
This might be the result of neglecting vertex corrections in
the calculation of the self-energy (see Ref. [23]), and we
will return to this point later. We furthermore believe that
the incorrect 3d position is the main reason for too small
band gaps in ZnS and ZnO.

The ion-clamped macroscopic dielectric constants "m,

 "!1
m " lim

!!0;q!0
"!1#q;q; !$;

are reported in Tables I and II. Agreement with experiment

is again very good at the present level of theory. The
present results allow for an assessment of why the com-
monly used random phase approximation for the calcula-
tion of W was so successful in combination with DFT wave
functions (WDFT

0 ). In DFT, the band gaps are way too small,
but if fxc is neglected in Eq. (4), the resultant dielectric
constants agree well with the experimental values and the
present high level theory (see Table II). If the wave func-
tions and eigenvalues are updated in G (but not W) until
self-consistency is reached, almost the same band gaps as
in the scGW calculations are obtained. This indicates that
WDFT

0 is very similar to the self-consistently determined W
with vertex corrections. Only for ZnO and GaAs the final
band gaps are smaller, which is clearly related to the strong
overestimation of the static dielectric constant in DFT-RPA
(see Table II). The success of the GWDFT

0 approximation
has to result from a cancellation of errors—too small DFT
band gaps and neglect of electron-hole interactions—but
this cancellation seems to be rather universal for gradient
corrected DFT functionals. On the other hand, the neglect
of the attractive electron-hole term (fxc) in the scGW

TABLE I. Band gaps ! and averaged d band positions !d for
scGW calculations without (RPA) and with (e-h) attractive
electron-hole interaction (vertex corrections in W), and for
GWDFT

0 calculations, where WDFT
0 is calculated from DFT

wave functions and eigenvalues, and wave functions and eigen-
values in G are updated until self-consistency is reached (values
in parentheses are results for an update of the eigenvalues only in
G from Ref. [10]). References for experimental values are
collected in Ref. [10]; underlined values correspond to measure-
ments at low temperature. Theoretical values are corrected for
spin-orbit coupling (0.10 eV for GaAs and Ge). Also reported are
the theoretical (scGW) and experimental ion-clamped (high
frequency) dielectric constants "m.

! (eV) "m
scGW scGW GWDFT

0 EXP scGW EXP
RPA e-h RPA e-h

Ge 0.95 0.81 0.75 0:74 15.3 16.2
Si 1.41 1.24 1.28 (1.20) 1:17 11.4 11.9
GaAs 1.85 1.62 1.55 (1.42) 1:52 10.4 11.1
SiC 2.88 2.53 2.62 (2.43) 2.40 6.48 6.52
CdS 2.87 2.39 2.37 (2.28) 2.42 5.31 5.30
AlP 2.90 2.57 2.57 (2.59) 2.45 7.11 7.54
GaN 3.82 3.27 3.30 (3.00) 3.20 5.35 5.30
ZnO 3.8 3.2 3.0 (2.5) 3:44 3.78 3.74
ZnS 4.15 3.60 3.59 (3.50) 3:91 5.15 5.13
C 6.18 5.79 5.88 (5.68) 5.48 5.59 5.70
BN 7.14 6.59 6.66 (6.35) %6:25 4.43 4.50
MgO 9.16 8.12 8.25 (7.64) 7.83 2.96 3.00
LiF 15.9 14.5 14.8 (14.0) 14.20 1.98 1.90
Ar 14.9 13.9 14.0 (13.9) 14.20 1.69
Ne 22.1 21.4 21.1 (20.5) 21.70 1.23

!d (eV)
ZnO 6.7 6.4 (6.4) 7.5–8
GaAs 17.6 17.3 (17.2) 18.9
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FIG. 1 (color online). DFT and scGW band gaps with and
without attractive electron-hole interaction (vertex corrections
in W).
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calculations yields unreliable dielectric constants
(scGW—RPA in Table II). The underestimation is typi-
cally 20%, which is the origin for the overestimated band
gaps (5–10%) in the scGW approximation [14].

From a theoretical point of view, the present calculations
leave one open question. We have included the vertex
corrections via the electron-hole interaction fxc in W
only, but we have neglected them in the construction of
the self-energy (! ! iGW"), since the latter approach
turned out to be numerically rather unstable and tended
to bring the band gaps back to those obtained without
vertex corrections (see also Ref. [18]). The approximation
applied here is often termed GWTC-TC, as opposed to the
more concise GW" approximation. Reining has recently
shown that the present form for the nonlocal exchange
correlation kernel fxc is not optimal for approximating
the vertices in the self-energy, but better kernels are not
yet available [25]. Based on the good agreement of the
present values with experiment, we believe the effect of
appropriate vertex corrections in the self-energy should be
rather small, and these corrections should mostly affect
localized d states.

In summary, we have demonstrated that the inclusion of
approximate many-electron vertex corrections in W yields
excellent band gaps in the framework of the self-consistent
GW method. This allows for a consistent and entirely
parameterfree calculation of band gaps using the GW
method with a precision approaching experimental meth-
ods. The approach opens a wide variety of applications, for
instance band gap engineering in hypothetical compounds
and prescreening of dopants, and it might be applicable to
molecular systems as well. Since fully self-consistent GW

calculations with vertex corrections are exceedingly time-
consuming (in average a single calculation takes 1 day on
four Pentium Duo processors), the other result of the
present study is equally important. The static screening
properties calculated from gradient corrected functionals
in the random phase approximation agree very well with
the self-consistently determined screening properties in the
scGW method. This offers a convenient shortcut and legit-
imates the often applied GW0 approximation.

This work was supported by the Austrian Fonds zur
Förderung der wissenschaftlichen Forschung.
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Self-consistency in the GW approximation
Self-consistent GW calculations for semiconductors and insulators
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We present GW calculations for small and large gap systems comprising typical semiconductors !Si, SiC,
GaAs, GaN, ZnO, ZnS, CdS, and AlP", small gap semiconductors !PbS, PbSe, and PbTe", insulators !C, BN,
MgO, and LiF", and noble gas solids !Ar and Ne". It is shown that the G0W0 approximation always yields too
small band gaps. To improve agreement with experiment, the eigenvalues in the Green’s function G !GW0" and
in the Green’s function and the dielectric matrix !GW" are updated until self-consistency is reached. The first
approximation leads to excellent agreement with experiment, whereas an update of the eigenvalues in G and W
gives too large band gaps for virtually all materials. From a pragmatic point of view, the GW0 approximation
thus seems to be an accurate and still reasonably fast method for predicting quasiparticle energies in simple
sp-bonded systems. We furthermore observe that the band gaps in materials with shallow d states !GaAs, GaN,
and ZnO" are systematically underestimated. We propose that an inaccurate description of the static dielectric
properties of these materials is responsible for the underestimation of the band gaps in GW0, which is itself a
result of the incomplete cancellation of the Hartree self-energy within the d shell by local or gradient corrected
density functionals.

DOI: 10.1103/PhysRevB.75.235102 PACS number!s": 71.10.!w, 71.15.Mb, 71.20.Nr

I. INTRODUCTION

The GW approximation1 is a widely used method to pre-
dict quasiparticle band gaps, as opposed to density-
functional theory !DFT", which is only applicable to ground-
state properties.2,3 The large computational effort associated
with this method limits GW calculations to rather small sys-
tems, and various approximations, such as the plasmon-pole
model4 or model GW,5 have been used to make GW calcu-
lations more tractable. The most common approximation is
the non-self-consistent evaluation of the quasiparticle self-
energy on top of some computationally less demanding
scheme, usually the local-density approximation !LDA" or
generalized gradient approximation !GGA" to density-
functional theory.4 Although the calculated values are con-
siderably improved compared to LDA/GGA results, single
shot GW !usually called G0W0" has a tendency toward too
small gaps compared to experiment.6–9 For many materials
!e.g., Si or diamond", the discrepancy of the LDA based
G0W0 gaps with experiment is relatively small, although for
others, it may be quite significant: e.g., various reports on
GW calculations for ZnO and ZnS yield gaps that are either
overestimated10,11 or, more commonly, seriously underesti-
mated for LDA based G0W0 calculations !e.g., typically
1–2 eV".12–15 It is believed that calculations beyond the
usual single shot LDA+G0W0 approximation will remedy
most of these problems.

However, GW calculations with a full update of the
Green’s function G and screened potential W carried out for
the free-electron gas16 and more recently for metals !K" and
semiconductors !Si" !Ref. 17" show a significant overestima-
tion of the bandwidth and band gaps, equal in absolute mag-
nitude to the underestimation in LDA calculations. Such poor
performance is usually explained by a shift of intensity from
quasiparticle !QP" peaks into satellites, with a concomitant
reduction of the screening. Although in a subsequent paper
claims were made that the poor accuracy of the self-

consistent GW for Si can be cured by a more accurate treat-
ment of the semicore electrons,18 it remains a controversial
issue whether fully self-consistent GW calculations without
vertex corrections can yield accurate band gaps !see also
Refs. 19 and 20".

Technically, fully self-consistent GW calculations are ex-
ceedingly demanding. To obtain a more tractable approach
and to avoid that intensity is moved from the QP peaks into
satellites, calculations are often performed by updating the
eigenvalues in the one-electron Green’s function and/or the
dielectric function but keeping the one-electron wave func-
tions identical to the LDA/GGA solutions. This method was
already suggested in the pioneering work of Hybertsen and
Louie4 and has been pursued by several groups. Most of
these calculations rely on the plasmon-pole model21,22 often
used in combination with model functions for the static di-
electric matrix.23–27 Overall, partially self-consistent GW cal-
culations yield larger gaps than the single shot G0W0 method
for a wide range of materials, at least within the applied
approximations !model dielectric function and plasmon
pole". Other calculations with a more explicit evaluation of
the frequency-dependent dielectric matrix have also been
carried out.15,28,29 They confirm the trend to increase the
band gaps, although general conclusions on the absolute ac-
curacy cannot be drawn, as only few materials have been
considered and the applied approximations vary a lot. For
instance, Louie and co-workers often updated only the eigen-
values in G and kept W fixed,21,23–27 whereas for II–V com-
pounds, both G and W were updated.22 Fleszar and Hanke,15

also for the II–V compounds, obtained excellent results when
updating the eigenvalues in G and W as well. Given the
numerous approximations used in the past !model dielectric
functions, plasmon-pole approximation, pseudopotential ap-
proximation, and approximate treatment of core-valence in-
teraction", there is a need for a careful assessment of the
effect of partial self-consistency, ideally pursued using a full-
potential method. This is the main goal of the present work.
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III. RESULTS

The calculated G0W0 and GW0 quasiparticle energies for a
wide range of materials are illustrated in Fig. 2 and presented
in Table I. Note that the lead chalcogenides are excluded

from Fig. 2 to allow a better presentation of the other mate-
rials. Furthermore, in Table II, the columns rG0W0

and rGW0
show the relative error of the predicted band gaps with re-
spect to experiment. These relative errors are defined as
rG0W0

= !EG0W0
−Eexp" /Eexp and rGW0

= !EGW0
−Eexp" /Eexp,

where EG0W0
, EGW0

, and Eexp are the G0W0, GW0, and experi-
mental gaps, respectively.

We first note that these calculations are very well con-
verged with respect to the number of k points. In fact, if a
less accurate 6!6!6 k-point mesh is used, the eigenvalues
for all materials, except ZnO, change by ±20 meV for all
calculations !PBE, G0W0, and GW0". The band gap of ZnO,
however, converges exceedingly slowly, and even the 8!8
!8 k-point grid results in errors of roughly 0.1 eV, as indi-
cated by G0W0 calculations using 12!12!12 k points. We
have thus corrected all reported values for ZnO by this esti-
mated convergence error.

As already amply demonstrated in the literature, the
G0W0 band gaps are significantly larger than the GGA ones
!Fig. 2". However, with the single exception of C, the G0W0
calculations still yield consistently underestimated values
!see also Table II". As we will discuss below, the slight over-
estimation for C is most likely related to the random-phase
approximation !RPA" yielding a too weak screening. The

TABLE I. Results of DFT-PBE and quasiparticle !G0W0, GW0, and GW" calculations. An 8!8!8
k-point mesh is used for all calculations except for the GW case !see text". Experimental values for gaps
!Expt.", lattice constants !a", and the calculated values for spin-orbit coupling !SO" are also provided.
Underlined values correspond to zero-temperature values. The mean absolute relative error !MARE" and the
mean relative error !MRE" are also reported; lead chalcogenides are excluded in the MARE and MRE.

PBE G0W0 GW0 GW Expt. a SO

PbSe −0.17 0.10 0.15 0.19 0.15a 6.098b 0.40
PbTe −0.05 0.20 0.24 0.26 0.19c 6.428b 0.73
PbS −0.06 0.28 0.35 0.39 0.29d 5.909b 0.36
Si 0.62 1.12 1.20 1.28 1.17e 5.430f

GaAs 0.49 1.30 1.42 1.52 1.52e 5.648f 0.10
SiC 1.35 2.27 2.43 2.64 2.40g 4.350g

CdS 1.14 2.06 2.26 2.55 2.42h 5.832h 0.02
AlP 1.57 2.44 2.59 2.77 2.45h 5.451h

GaN 1.62 2.80 3.00 3.32 3.20i 4.520i 0.00
ZnO 0.67 2.12 2.54 3.20 3.44e 4.580h 0.01
ZnS 2.07 3.29 3.54 3.86 3.91e 5.420h 0.02
C 4.12 5.50 5.68 5.99 5.48g 3.567g

BN 4.45 6.10 6.35 6.73 6.1–6.4j 3.615h

MgO 4.76 7.25 7.72 8.47 7.83k 4.213l

LiF 9.20 13.27 13.96 15.10 14.20m 4.010n

Ar 8.69 13.28 13.87 14.65 14.20o 5.260p

Ne 11.61 19.59 20.45 21.44 21.70o 4.430p

MARE 45% 9.9% 5.7% 6.1%
MRE 45% −9.8% −3.6% 4.7%

aReference 35.
bReference 46.
cReference 36.
dReference 37.

eReference 38.
fReference 47.
gReference 39.
hReference 40.

iReference 41.
jReference 42.
kReference 43.
lReference 48.

mReference 44.
nReference 47.
oReference 45.
pReference 49.
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FIG. 2. !Color online" PBE and quasiparticle energies G0W0 and
GW0. Logarithmic scale is used for both axes.
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Frequency dependence of W
• Within GW, the frequency dependence of the dynamically screened 

Coulomb potential W is most often approximated using various plasmon 
pole models (PPMs): 
 

– M.S. Hybertsen and S.G. Louie, Phys. Rev. B 34, 5390 (1986), 
– W. von der Linden and P. Horsch, Phys. Rev. B 37, 8351 (1988), 
– R.W. Godby and R.J. Needs, Phys. Rev. Lett. 62, 1169 (1989), 
– G.E. Engel and B. Farid, Phys. Rev. B 47, 15931 (1993). 

• The advantage is not only to reduce the computational load, but also to 
obtain an analytic expression for the self-energy.

Re ✏�1(!) = A�(! � !̃) Im ✏�1(!) = 1 +
�2

!2 � !̃2



Frequency dependence of W
• Alternatively, the explicit frequency dependence can be obtained using 

the deformed contour integration technique 
[S. Lebègue, B. Arnaud, M. Alouani and P.E. Bloechl, Phys. Rev. B 67, 155208 (2003)]. 

• The integral along the real axis can be calculated from the integral over 
the contour depicted below: the integral along the imaginary axis 
requires less points (Σ is smoother) and the sum of the poles of Σ can be 
evaluated exactly.

poles of W

poles of G×
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