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Decoherence is the obverse side of entanglement, the peculiarly quantum nature of correlations 

between systems. By Bell’s theorem, we know that entanglement has a number of non-intuitive 

properties, implying that quantum correlations can in some cases be stronger than classical, and 

in some cases violate transitivity (
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implication). If we disregard these correlations, looking at only one of the systems on its own, 

the statistical properties of that system suffer decoherence. Interference terms which would in 

general be present for a quantum system with a variety of possible values for some attribute, are 

not present. 

 

This decoherence has be argued to solve a variety of problems including the measurement 

problem in quantum mechanics. 

 

However it is also true that the presence or absense of decoherence is far more subtle than 

usually described. A system, quantum correlated with an “environment” ( another quantum 

system), can for certain measurements appear to be highly decohered, while  still exhibiting 

interference between the apparently decohered values with suitable, long time, experiments.   



False loss of ohereneW. G. UnruhCIAR Cosmolgy Program, Dept. of PhysisUniversity of B.C.Vanouver, Canada V6T 1Z1email:unruh�physis.ub.aAbstratThe loss of oherene of a quantum system oupled to a heat bath as expressedby the redued density matrix is shown to lead to the miss-haraterizationof some systems as being inoherent when they are not. The spin bosonproblem and the harmoni osillator with massive salar �eld heat baths aregiven as examples of redued inoherent density matries whih neverthelessstill represent perfetly oherent systems.I. MASSIVE FIELD HEAT BATH AND A TWO LEVEL SYSTEMHow does an environment a�et the quantum nature of a system? The standard teh-nique is to look at the redued density matrix, in whih one has traed out the environmentvariables. If this hanges from a pure state to a mixed state ( entropy Tr� ln� not equalto zero) one argues that the system has lost quantum oherene, and quantum interferenee�ets are suppressed . However this riterion is too strong. There are ouplings to theenvironment whih are suh that this redued density matrix has a high entropy, while thesystem alone retains virtually all of its original quantum oherene ertain experiments.The key idea is that the external environment an be di�erent for di�erent states ofthe system. There is a strong orrelation between the system and the environment. Asusual, suh orrelations lead to deoherene in the redued density matrix. However, theenvironment in these ases is atually tied to the system, and is adiabatially dragged alongby the system. Thus although the state of the environment is di�erent for the two states,one an manipulate the system alone so as to ause these apparently inoherent states tointerfere with eah other. One simply auses a suÆiently slow hange in the system so asto drag the environment variables into ommon states so the quantum interferene of thesystem an again manifest itself.An example is if one looks at an eletron with its attahed eletromagneti �eld. Considerthe eletron at two di�erent positions. The stati oulomb �eld of the two harges di�er, andthus the states of the eletromagneti �eld di�er with the eletron in the two positions. Thesedi�erenes an be suÆient to ause the redued eletron wave funtion loose oherene for astate whih is a oherent sum of states loated at these two positions. However, if one ausesthe system to evolve so as to ause the eletron in those two positions to ome together (1



eg, by having a fore �eld suh that the eletron in both positions to be brought togetherat some entral point for example), those two apparently inoherent states will interfere,demonstrating that the loss of oherene was not real.Another example is light propagating through a slab of glass. If one simply looks atthe eletromagneti �eld, and traes out over the states of the atoms in the glass, the lightbeams travelling through two separate regions of the glass will learly deohere{ the redueddensity matrix for the eletromagneti �eld will lose oherene in postition spae{ but thosetwo beams of light will also learly interfer when they exit the glass or even when they arewithin the glass.The above is not to be taken as proof, but as a motivation for the further investigationof the problem. The primary example I will take will be of a spin 12 partile (or other twolevel system). I will also examine a harmoni osillator as the system of interest. In bothases, the heat bath will be a massive one dimensional salar �eld. This heat bath is of thegeneral Caldera Leggett type [1℄( and in fat is entirely equivalent to that model in general).The mass of the salar �eld will be taken to be larger than the inverse time sale of thedynamial behaviour of the system. This is not to be taken as an attempt to model somereal heat bath, but to display the phenomenon in its learest form. Realisti heat baths willin general also have low frequeny exitations whih will introdue other phenomena likedamping and genuine loss of oherene into the problem.II. SPIN-12 SYSTEMLet us take as our �rst example that of a spin-12 system oupled to an external environ-ment. We will take this external environment to be a one dimensional massive salar �eld.The oupling to the spin system will be via purely the 3 omponent of the spin. I will usethe veloity oupling whih I have used elsewhere as a simple example of an environment(whih for a massless �eld is ompletely equivalent to the Caldera Leggett model). TheLagrangian is L = Z 12(( _�(x))2 � (�(x)0)2 +m2�(x)2 + 2� _�(x)h(x)�3)dx (1)whih gives the HamiltonianH = Z 12((�(x)� �h(x)�3)2 + (�(x)0)2 +m2�(x)2)dx (2)h(x) is the interation range funtion, and its Fourier transform is related to the spetralresponse funtion of Leggett and Caldera.This system is easily solvable. I will look at this system in the following way. Startinitially with the �eld in its free (� = 0) vauum state, and the system is in the +1 eigenstateof �1. I will start with the oupling � initially zero and gradually inrease it to some largevalue. I will look at the redued density matrix for the system, and show that it redues onewhih is almost the identity matrix ( the maximally inoherent density matrix) for strongoupling. Now I let � slowly drop to zero again. At the end of the proedure, the state of thesystem will again be found to be in the original eigenstate of �1. The intermediate maximallyinoherent density matrix would seem to imply that the system no longer has any quantum2



oherene. However this lak of oherene is illusionary. Slowly deoupling the system fromthe environment should in the usual ourse simply maintain the inoherene of the systemYet here, as if by magi, an almost ompletely inoherent density matrix magially beomesoherent when the system is deoupled from the environment.In analyzing the system, I will look at the states of the �eld orresponding to the twopossible �3 eigenstates of the system. These two states of the �eld are almost orthogonalfor strong oupling. However they orrespond to �elds tightly bound to the spin system.As the oupling is redued, the two states of the �eld adiabatially ome loser and losertogether until �nally they oinide when � is again zero. The two states of the environmentare now the same, there is no orrelation between the environment and the system, and thesystem regains its oherene.The density matrix for the spin system an always be written as�(t) = 12(1 + ~�(t) � ~�) (3)where ~�(t) = Tr(~��(t)) (4)We have ~�(t) = Tr �~�T [e�i R t0 Hdt℄12(1 + ~�(0) � ~�)R0T [e�i R Hdt℄y� (5)where R0 is the initial density matrix for the �eld (assumed to be the vauum), and T [℄ isthe time ordering operator. (Beause � and thus H is time dependent, the H at di�erenttimes do not ommute. this leads to requirement for the time ordering in the expression. Asusual, the time ordered integral is the way of writing the time ordered produtQn e�iH(tn)dt =e�iH(t)dte�iH(t�dt)dt::::e�iH(0)dt.)Let us �rst alulate �3(t). We have�3(t) = Tr ��3T [e�i R t0 Hdt℄12(1 + ~�(0) � ~�)R0T [e�i R Hdt℄y� (6)= Tr �T [e�i R t0 Hdt℄�3 12(1 + ~�(0) � ~�)R0T [e�i R Hdt℄y� (7)= Tr ��3 12(1 + ~�(0) � ~�)R0� (8)= �3(0) (9)beause �3 ommutes with H(t) for all t. We now de�ne�+ = 12(�1 + i�2) = j+ >< �j; �� = �y+ (10)Using �+�3 = ��+ and �3�+ = �+ we haveTr ��+T [e�i R t0 Hdt℄12(1 + ~�(0) � ~�)R0T [e�i R Hdt℄y�= Tr� �T [e�i R (H0��(t) R �(x)h(x)dx)dt℄y (11)T [e�i R (H0+�(t) R �(x)h(x)dx)dt℄� < �j12(1 + ~�(0) � ~�)j+ >= (�1(0) + i�2(0))J(t) 3



where H0 is the Hamiltonian with � = 0, i.e., the free Hamiltonian for the massless salar�eld andJ(t) = Tr� �T [e�iR (H0��(t) R �(x)h(x)dx)dt℄yT [e�i R (H0+�(t) R �(x)h(x)dx)dt℄R0� (12)Breaking up the time ordered produt in the standard way into a large number of smalltime steps, using the fat that e�i�(t) R h(x)�(x)dx is the displaement operator for the �eldmomentum through a distane of �(t)h(x), and ommuting the free �eld Hamiltonian termsthrough, this an be written asJ(t) = Tr�0�e�i�(0)�(0) t=dtYn=1 he�i(�(tn)��(tn�1)�(tn)iei�(t)�(t)ei�(t)�(t) 1Yn=t=dt hei�(tn��(tn�1))�(tn)i ei�(0)�(0)R01A (13)where tn = ndt and dt is a very small value, �(t) = R h(x)�(t; x)dx and �0(t; x) is the free�eld Heisenberg �eld operator. Using the Campbell-Baker-Hausdor� formula, realizing thatthe ommutators of the �s are -numbers, and notiing that these -numbers anel betweenthe two produts, we �nally getJ(t) = Tr� �e2i(�(t)�(t)��(0)�(0)+R t0 _�(t0)�(t0)dt0)R0� (14)from whih we getln(J(t)) = �2Tr�  R0 ��(t)�(t) � �(0)�(0) + Z t0 _�(t0)�(t0)dt0�2! (15)I will assume that �(0) = 0, and that _�(t) is very small, and that it an be negleted. ( Thenegleted terms are of the formZ Z _�2 < �(t0)�(t") > dt0dt" � _�2t� < �(0)2 >whih for a massive salar �eld has � , the oherene time sale, � 1=m. Thus, as we let _�go to zero these terms go to zero.)We �nally have ln(J(t)) = �2�(t)2 < �(t)2 >= �2�(t)2 Z jĥ(k)j2 1q(k2 +m2)dk (16)Choosing ĥ(k) = e��jkj=2, we �nally getln(J(t)) = �4 Z 10 �(t)2 e��jkjdksqrt(k2 +m2) (17)4



This goes roughly as ln(�m) for small �m, (whih I will assume is true). For � suÆientlysmall, this makes J very small, and the density matrix redues to essentially diagonal form(�z(t) � �y(t) � 0, �z(t) = �z(0).)However it is lear that if �(t) is now lowered slowly to zero, the deoherene fator J goesbak to unity, sine it depends only on �(t). The density matrix now has exatly its initialform again. The loss of oherene at the intermediate times was illusionary. By deouplingthe system from the environment after the oherene had been lost, the oherene is restore.this is in ontrast with the naive expetation in whih the loss of oherene omes aboutbeause of the orrelations between the system and the environment. Deoupling the systemfrom the environment should not in itself destroy that orrelation, and should not reestablishthe oherene.The above approah, while giving the orret results, is not very transparent in explainingwhat is happening. Let us therefor take a di�erent approah. Let us solve the Heisenbergequations of motion for the �eld �(t; x). The equations are ( after eliminating �)�2t �(t; x)� �2x�(t; x) +m2�(t; x) = � _�(t)�3h(x) (18)�(t; x) = _�(t; x) + �(t)h(x)�3 (19)If � is slowly varying in time, we an solve this approximately by�(t; x) = �0(t; x) + _�(t) Z 12me�mjx�x0jh(x0)dx0�3 +  (t; x)�(0)�3 (20)�(t; x) = _�0(t; x) + �(t)h(x)�3 + _ (t; x)�(0)�3 (21)where �0(t; x) and �0(t; x) are free �eld solution to the equations of motion in absene ofthe oupling, with the same initial onditions_�0(0; x) = �(0; x) (22)�0(0; x) = �(0; x) (23), while  is also a solution of the free �eld equations but with initial onditions (0; x) = 0 (24)_ (0; x) = �h(x): (25)If we examine this for the two possible eigenstates of �3, we �nd the two solutions��(t; x) � �0(t; x)� ( _�(t) Z 12me�mjx�x0jh(x0)dx0 +  (t; x)) (26)��(t; x) � _�0(t; x) +O( _�)� (�(t)h(x) + �(0) _ (t; x)) (27)These solutions neglet terms of higher derivatives in �. The state of the �eld is the vauumstate of �0; �0. �� and �� are equal to this initial �eld plus  number �elds. Thus in terms ofthe �� and ��, the state is a oherent state with non-trivial displaement from the vauum.Writing the �elds in terms of their reation and annihilation operators,��(t; x) = Z Ak�(t)eikx + Ayk�e�ikx dkp2�!k (28)��(t; x) = i Z Ak�(t)eikx � Ayk�e�ikxsk2 +m22� dk (29)5



we �nd that we an write Ak� in terms of the initial operators Ak0 asAk�(t) � Ak0e�i!kt � 12 i(�(t)� �(0)e�i!kt)(h(k)=p!k +O( _�(t))) (30)where !k = pk2 +m2. Again I will neglet the terms of order _� in omparison with the �terms. Sine the state is the vauum state with respet to the initial operators Ak0, it will bea oherent state with respet to the operators Ak�, the annihilation operators for the �eldat time t. We thus have two possible oherent states for the �eld, depending on whether thespin is in the upper or lower eigenstate of =sigma3. But these two oherent states will havea small overlap. If Aj� >= �j� > then we havej� >= e�Ay�j�j2=2j0 > (31)Furthermore, if we have two oherent states j� > and j�0 >, then the overlap is given by< �j�0 >=< 0je��A�j�j2=2e�Ay�j�j2=2j0 >= e����(j�j2+j�j2)=2 (32)In our ase, taking the two states j�� >, these orrespond to oherent states with� = ��0 = 12 i(�(t)� �(0)e�i!kt) = 12 i�(t)h(k)=p!k (33)Thus we have< +�; tj��; t >=Yk e��(t)2jh(k)j2=(k2+m2) = e��(t)2 R jh(k)j2!k dk = J(t): (34)Let us assume that we began with the state of the spin as 1p2(j+ > +j� >). The state ofthe system at time t in the Shroedinger representation is 1p2 (j+ > j+� (t) > +j� > j�� >)and the redued density matrix is� = 12(j+ >< +j+ j� >< �j + J�(t)j+ >< �j+ J(t)j� >< +j): (35)The o� diagonal terms of the density matrix are suppressed by the funtion J(t). J(t)however depends only on �(t) and thus , as long as we keep _� small, the loss of oherenerepresented by J an be reversed simply by deoupling the system from the environmentslowly.The apparent deoherene omes about preisely beause the system in either the twoeigenstates of �3 drives the �eld into two di�erent oherent states. For large �, these twostates have small overlap. However, this distortion of the state of the �eld is tied to thesystem. � hanges only loally, and the hanges in the �eld aused by the system do notradiate away. As � slowly hanges, this bound state of the �eld also slowly hanges in onert. However if one examines only the system, one sees a loss of oherene beause the �eldstates have only a small overlap with eah other.The behaviour is very di�erent if the system or the interation hanges rapidly. In thatase the deoherene an beome real. As an example, onsider the above ase in whih �(t)suddenly is redued to zero. In that ase, the �eld is left as a free �eld, but a free �eld whosestate ( the oherent state) depends on the state of the system. In this ase the �eld radiatesaway as real ( not bound) exitations of the salar �eld. The orrelations with the systemare arried away, and even if the oupling were again turned on, the loss of oherene wouldbe permanent. 6



III. OSCILLATORFor the harmoni osillator oupled to a heat bath, the Hamiltonian an be taken asH = 12 Z (�(x)� �(t)q(t)~h(x))2 + (�x�(x))2 +m2�(t; x)2dx+ 12(p2 + 
2q2) (36)Let us assume that m is muh larger than 
 or that the inverse time rate of hange of �.The solution for the �eld is given by�(t; x) � �0(t; x) +  (t; x)�(0)q(0)� _�(t)q(t) Z e�mjx�x0j2m h(x0)dx0 (37)�(t; x) � _�(t; x) + _ (t; x)�(0)q(0)� ��(t)q(t) Z e�mjx�x0j2m h(x0)dx0 + �(t)q(t)h(x) (38)where again �0 is the free �eld operator,  is a free �eld solution with  (0) = 0, _ (0) =�h(x). Retaining terms only of the lowest order in � (t; x) � �0(t; x) (39)�(t; x) � _�(t; x) + �(t)q(t)h(x) (40)The equation of motion for q is _q(t) = p(t) (41)_p(t) = �
2q + �(t) _�(t) (42)where �(t) = R h(x)�(t; x)dx. Substitution in the expression for �, we get�q(t) + 
2q(t) � �_(�0(t)) + �(t) ��(t)q(t) Z Z h(x)h(x0)e�mjx�x0j2m dxdx0 (43)Negleting the derivatives of � (i.e., assuming that � hanges slowly even on the time saleof 1=
), this beomes 1 + �(t)2 Z Z h(x)h(x0)e�mjx�x0j2m dxdx0! �q + 
2q = �t(�(t)�(t)) (44)The interation with the �eld thus renormalizes the mass of the osillator toM = �1 + �(t)2 Z Z h(x)h(x0)�The solution for q is thusq(t) � q(0) os(Z t0 ~
(t)dt) + 1~
 sin(Z t0 ~
(t)dt)p(0) + 1~
 Z t0 sin(Z tt0 ~
(t)dt)�t(�(t0) _�(t)�0(t0)dt0(45)where ~
(t) � 
=qM(t). 7



The important point is that the foring term dependent on �0 is a rapidly osillatingterm of frequeny at least m. Thus if we look for example at < q2 >, the deviation fromthe free evolution of the osillator (with the renormalized mass) is of the order of R sin(~
t�t0) sin(!(t � t") < _�0(t0) _�0(t") > dt0dt". But < _�0(t0) _�0(t") > is a rapidly osillatingfuntion of frequeny at least m, while the rest of the integrand is a slowly varying funtionwith frequeny muh less than m, Thus this integral will be very small ( at least ~
=m buttypially muh smaller than this depending on the time dependene of �). Thus the deviationof q(t) from the free motion will in general be very very small, and I will neglet it.Let us now look at the �eld. The �eld is put into a oherent state whih depends on thevalue of q, beause �(t; x) � _�0(t; x) + �(t)q(t)h(x) ThusAk(t) � a0ke�i!kt + i12 ĥ(k)�(t)q(t)=!k (46)The overlap integral for these oherent states with various values of q isYk < i12 ĥ(k)�(t)q=!kji12 ĥ(k)�(t)q0=!k >= e� 18 R jĥ(k)j2dk(q�q0)2 (47)The density matrix for the Harmoni osillator is thus�(q; q0) = �0(t; q; q0)e� 18 R jĥ(k)j2dk(q�q0)2 (48)where �0 is the density matrix for a free harmoni osillator (with the renormalized mass).Ie, we see a strong loss of oherene of the o� diagonal terms of the density matrix.However this loss of oherene is false. If we take the initial state for example with twopakets widely separated in spae, these two pakets will loose their oherene. However,as time proeeds, the natural evolution of the Harmoni osillator will bring those twopakets together (q � q0 small aross the wave paket). For the free evolution they wouldthen interfere. They still do. The loss of oherene whih was apparent when the twopakets were widely separated disappears, and the two pakets interfere just as if there wereno oupling to the environment. The e�et of the partiular environment used is thus torenormalise the mass, and to make the density matrix appear to loose oherene.IV. SPIN BOSON PROBLEMLet us now ompliate the spin problem in the �rst setion by introduing into the systema free Hamiltonian for the spin as well as the oupling to the environment. Following theexample of the spin boson problem, let me introdue a free Hamiltonian for the spin of theform 12
�1, whose e�et is to rotate the �3 states (or to rotate the vetor ~� in the 2 � 3plane with frequeny 
.The Hamiltonian now isH = 12 �Z (�(t; x)� �(t)h(x)�3)2 + (�x�(x))2 +m2�(t; x)2dx+ 
�1� (49)where again �(t) is a slowly varying funtion of time. We will solve this in the manner ofthe seond part the �rst setion. 8



If we let 
 be zero, then the eigenstates of �z are eigenstates of the Hamiltonian. The�eld Hamiltonian ( for onstant �) is given byH� = 12 Z (� � (��(t)h(x)))2 + (�x�)2dx: (50)De�ning ~� = � � (�h(x)), ~� has the same ommutation relations with � and � as does �.Thus in terms of ~� we just have the Hamiltonian for the free salar �eld. The instantaneousminimum energy state is therefor the ground state energy for the free salar �eld for bothH�. Thus the two states are degenerate in energy. In terms of the operators � and �, theseground states are oherent states with respet to the vauum state of the original unoupled(� = 0) free �eld, with the displaement of eah mode given byakj� >= �i�(t)h(k)p!k j� > (51)or j� >=Yk j � �k > j� >�3 (52)where the j�k > are oherent states for the kth modes with oherene parameter �k =i�(t) h(k)p!k , and the states j� >�3 are the two eigenstates of �3. (In the following I willeliminate the Qk symbol.) The energy to the next exited state in eah ase is just m, themass of the free �eld.We now introdue the 
�x as a perturbation parameter. The two lowest states ( and infat the exited states) are two fold degenerate. Using degenerate perturbation theory to �ndthe new lowest energy eigenstates, we must alulate the overlap integral of the perturbationbetween the original degenerate states and must then diagonalise the resultant matrix tolowest order in 
. The perturbation is 12
�1 . All terms between the same states are zero,beause of the < �j�3�1j� >�3= 0. Thus the only terms that survive for determining thelowest order orretion to the lowest energy eigenvalues are12 < +j
�1j� > = 12 < �j
�1j+ >� (53)= 12
Yk < �kj � �k >= 12
Yk e�2j�kj2 (54)= 12
e�2 R �(t)2jh(k)j2=!kdk = 12
J(t) (55)The eigenstates of energy thus have energy of E(t)� = E0� 12
J(t), and the eigenstates areq12(j+ > �j� >) If epsilon varies slowly enough, the instantaneous energy eigenstates willbe the atual adiabati eigenstates at all times, and the time evolution of the system willjust be in terms of these instantaneous energy eigenstates. Thus the system will evolve asj (t) >= q12e�iE0t �(+ + �)e�i R 12
tJ(t)dt(j+ > +j� >) (56)+ (� � +)e+iR 12
tJ(t)dt(j+ > �j� >)� (57)9



where the + and � are the initial amplitudes for the j+ >�3 and j� >�3 states. Theredued density matrix for the spin system in the �3 basis an now be written as~�(t) = (J(t)�01(t); J(t)�02(t); �03(t)) (58)where ~�0(t) is the density matrix that one would obtain for a free spin half partile movingunder the Hamiltonian J(t)
�1. �01(t) = �1(0)�02(t) = �2(0) os(
 Z J(t0)dt0) + �3(0) sin(
 Z J(t0)dt0) (59)�03(t) = �3(0) os(
 Z J(t0)dt0)� �2(0) sin(
 Z J(t0)dtThus if J(t) is very small (ii.e., � large) , we have a renormalized frequeny for the spinsystem, and the the o� diagonal terms (in the �3 representation) of the density matrix arestrongly suppressed by a fator of J(t). Thus if we begin in an eigenstate of �3 the densitymatrix will begin with the vetor ~� as a unit vetor pointing in the 3 diretion. As timegoes on the 3 omponent gradually dereases to zero, but the 2 omponent inreases onlyto the small value of J(t). The system looks almost like a ompletely inoherent state, withalmost the maximal entropy that the spin system ould have. However as we wait longer,the 3 omponent of the density vetor reappears and grows bak to its full unit value in theopposite diretion, and the entropy drop to zero again. This yle repeats itself endlesslywith the entropy osillating between its minimum and maximum value forever.The deoherene of the density matrix ( the small o� diagonal terms) obviously representa false loss of oherene. It represents a strong orrelation between the system and theenvironment. However the environment is bound to the system, and essentially forms a partof the system itself, at least as long as the system moves slowly. However the redued densitymatrix makes no distintion between whether or not the orrelations between the systemand the environment are in some sense bound to the system, or are orrelations between thesystem and a freely propagating modes of the medium in whih ase the orrelations an beextremely diÆult to reover, and ertainly annot be reovered purely by manipulations ofthe system alone. V. INSTANTANEOUS CHANGEIn the above I have assumed throughout that the system moves slowly with respet tothe exitations of the heat bath. Let us now look at what happens in the spin system if werapidly hange the spin of the system. In partiular I will assume that the system is as insetion 1, a spin oupled only to the massive heat bath via the omponent �3 of the spin.Then at a time t0, I instantly rotate the spin through some angle � about the 1 axis. In thisase we will �nd that the environment annot adjust rapidly enough, and at least a part ofthe loss of oherene beomes real, beomes unreoverable purely through manipulations ofthe spin alone.The Hamiltonian isH = 12 Z �(�(t; x)� �(t)h(x)�3)2 + (�x�(t; x)2 +m2�(t; x)� dx+ �=2Æ(t� t0)�1 (60)10



Until the time t0 �3 is a onstant of the motion, and similarly afterward. Before the timet0, the energy eigenstates state of the system are as in the last setion given byj�; t >= fj+ >�3 j�k(t) > orfj� >�3 j � �k(t) >g (61)An arbitrary state for the spin{environment system is given byj >= +j+ > +�j� > (62)Now, at time t0, the rotation arries this toj�(t0) >= +(os(�=2)j+ >�3 +i sin(�=2)j� >�3 j�k(t) >+ �(os(�=2)j� >�3 +i sin(�=2)j+ >�3)j � �k(t) >= os(�=2) (+j+ > +�j� >) (63)+ i sin(�=2)(+j� >�3 j�k(t) > ��j+ >�3 j � �k(t) >The �rst term is still a simple sum of eigenvetors of the Hamiltonian after the interation.The seond term, however, is not. We thus need to follow the evolution of the two statesj� >�3 j�k(t0) > and j+ >�3 j � �k(t0) >. Sine �3 is a onstant of the motion after theinteration again, the evolution takes plae ompletely in the �eld setor. Let us look at the�rst state �rst. (The evolution of the seond an be derived easily from that for the �rstbeause of the symmetry of the problem.)I will again work in the Heisenberg representation. The �eld obeys_��(t; x) = ��(t; x) + �(t)h(x) (64)_��(t; x) = �2x��(t; x)�m2��(t; x) (65)with solution At the time t0 the �eld is in the oherent state j�k >. This an be representedby taking the �eld operator to be of the form��(t0; x) = �0(t0; x) (66)��(t0; x) = _�0(t0; x) + �(t0)h(x) (67)whee the state j�k > is the vauum state for the free �eld �0.. We an now solve theequations of motion for �� and obtain (again assuming that �(t) is slowly varying)��(t; x) = �0(t; x) + 2 (t; x)�(t0) (68)��(t; x) = _�0(t; x) + 2 (t; x)�(t0)� �(t)h(x) (69)where  (t0; x) = 0 and _ (t0; x) = h(x). Thus again, the �eld is in a oherent state setby both 2�(t0) and �(t)h(x). The �eld  propagates away from the interation regiondetermined by h(x), and I will assume that I am interested in times t a long time after thetime t0. At these times I will assume that R h(x) (t; x)dx = 0. (This overlap dies out as1=pmt. The alulations an be arried out for times nearer t0 as well| the expressionsare just messier and not partiularly informative.)Let me de�ne the new oherent state as j � �k(t) + �k(t) >, where �k is as before and11



�k(t) = 2�(t0)!k ~ (t; k) = 2i�(t0)ei!kt~h(k)=!k (70)(The assumption regarding the overlap of h(x) and  (t) orresponds to the assumption thatR ��k(t)�k(t)dk = 0). Thus the state j� >�3 j�k > evolves to the state j� >�3 j��k+�k(t) >.Similarly, the state j+ >�3 j � �k > evolves to j+ >�3 j�k � �k(t) >.We now alulate the overlaps of the various states of interest.< �kj�k � �k >=< ��kj � �k � �k >= e� R j�kj2dk = J(t0) (71)< ��kj�k � �k >=< �kj � �k � �k >= J(t)J(t0) (72)< ��k + �kj�k � �k >=< ��k � �kj�k + �k >= J(t)J(t0)4 (73)The density matrix beomes �3 = os(�)�03 + sin(�)J(t0)�02 (74)�1 = J(t) �os(�) + J4(t0) sin(�)� �01 (75)�2(t) = J(t) �� sin(�)�03 + (os(�=2)� J4(t0) sin(�))�02� (76)where �03 = 12(j+j2 � j�j2) (77)�01 = Re(+��) (78)�02 = Im(+��) (79)If we now let �(t) go slowly to zero again ( to �nd the `real' loss of oherene), we �nd thatunless �01 = �02 = 0 the system has really lost oherene during the sudden transition. Themaximum real loss of oherene ours if the rotation is a spin ip (� = �) and �03 waszero. In that ase the density vetor dropped to J(t0)4 of its original value. If the densitymatrix was in an eigenstate of �3 on the other hand, the density matrix remained a oherentdensity matrix, but the environment was still exited by the spin.We an use the models of a fast or a slow spin ip interation to disuss the problemof the tunneling time. As Leggett et al argue [3℄, the spin system is a good model for theonsideration of the behaviour of a partile in two wells, with a tunneling barrier betweenthe two wells. One view of the transition from one well to the other is that the partilesits in one well for a long time. Then at some random time it suddenly jumps through thebarrier to the other side. An alternative view would be to see the partile as if it were auid, with a narrow pipe onneting it to the other well- the uid slowly sloshing betweenthe two wells. The former is supported by the fat that if one periodially observes whihof the two wells the partile is in, one sees it staying in one well for a long time, and thenbetween two observations, suddenly �nding it in the other well. This would, if one regardedit as a lassial partile imply that the whole tunneling must have ourred between thetwo observations. It is as if the system were in an eigenstate and at some random timean interation ipped the partile from one well to the other. However, this is not a goodpiture. The environment is ontinually observing the system. It it really moved rapidlyfrom one to the other, the environment would see the rapid hange, and would radiate.Instead, left on its own, the environment in this problem ( with a mass muh greater thanthe frequeny of transition of the system) simply adjust ontinually to the hanges in thesystem. The tunneling thus seems to take plae ontinually and slowly.12



VI. DISCUSSIONThe high frequeny modes of the environment lead to a loss of oherene (deay of the o�-diagonal terms in the density matrix) of the system, but as long as the hanges in the systemare slow enough this deoherene is false{ it does not prevent the quantum interferene ofthe system. The reason is that the hanges in the environment aused by these modes areessentially tied to the system, they are adiabati hanges to the environment whih aneasily be adiabatially reversed. Loosely one an say that oherene is lost by the transferof information (oherene) from the system to the environment. However in order for thisinformation to be truly lost, it must be arried away by the environment, separated from thesystem by some mehanism or another so that it annot ome bak into the system. In theenvironment above, this ours when the information travels o� to in�nity. Thus the loss ofoherene as represented by the redued density matrix is in some sense the maximum lossof oherene of the system. Rapid hanges to the system, or rapid deoupling of the systemfrom the environment, will make this a true deoherene. However, gradual hanges in thesystem or in the oupling to the external world an ause the environment to adiabatiallytrak the system and restore the oherene apparently lost.This is of speial importane to understanding the e�ets of the environmental uto� inmany environments [3℄. For \ohmi" or \superohmi" environments ( where h does not fallo� for large arguments), one has to introdue a uto� into the alulation for the redueddensity matrix. This uto� has always been a bit mysterious, espeially as the loss ofoherene depends sensitively on the value of this uto�. If one imagines the environmentto inlude say the eletromagneti �eld, what is the right value for this uto�? Choosingthe Plank sale seems silly, but what is proper value? The arguments of this paper suggestthat in fat the uto� is unneessary exept in renormalising the dynamis of the system.The behaviour of the environment at frequenies muh higher than the inverse time sale ofthe system leads to a false loss of oherene, a loss of oherene whih does not a�et theatual oherene ( ability to interfere with itself) of the system. Thus the true oherene isindependent of uto�.As far as the system itself is onerned, one should regard it as \dressed" with a polar-ization of the high frequeny omponents of the environment. One should regard not thesystem itself as important for the quantum oherene, but a ombination of variables ofthe system plus the environment.What is diÆult is the dependene of whih the degreesof freedom of the environment are simply dressing and whih are degrees of freedom whihan lead to loss of oherene depends ruially on the motion and the interations of thesystem itself. They are history dependent, not simply state dependent. This make it verydiÆult to simply �nd some transformation whih will express the system plus environmentin terms of variables whih are genuinely independent, in the sense that if the new variableloose oherene, then that loss is real.These observations emphasis the importane of not making too rapid onlusions fromthe deoherene of the system. This is espeially true in osmology, where high frequenymodes of the osmologial system are used to deohere low frequeny quantum modes ofthe universe. Those high frequeny modes are likely to behave adiabatially with respetto the low frequeny behaviour of the universe. Thus although they will lead to a redueddensity matrix for the low frequeny modes whih is apparently inoherent, that inoherene13
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Abstract

The debate about the non-locality of quantum mechanics is old, but still lively. Numerous

people use non-locality as a (bad) shorthand for quantum entanglement. But some have a long

standing commitment to the validity of this characterisation. This paper examines two separate

streams in this debate. The first is the arguments of Stapp, and especially his recent paper where

he simplifies his contractually argument in the Hardy situation to argue for the non-locality of

quantum mechanics. He has maintained his contention that an analysis of a Hardy type correlation

between two spatially separated observers proves that quantum mechanics itself is non-local, with

out any additional assumption of realism or hidden variables.

In the second section I try to carefully examine the Bell argument, in the CHSH variant to see

where the difference between the quantum and classical situations differ.
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Asher Peres was one of the great physicists on the late 20th century, especially in his

intense concern with the fundamental nature of quantum mechanics. His courage in devoting

his life to an area many considered “philosophical” (ie non-physical) paved the way for the

rest of us to reveal our interests and confusions about this area. I am not sure that he would

agree with everything in this paper, but I offer it as a tribute to him.

I. STAPP

Stapp[1] has long maintained the position that quantum mechanics must be considered

to be a non-local theory in its own right. He believes that the the assumption of ”hidden

variables” or local realism in Bell’s argument is unnecessary, and that no local theory or any

form could mimic quantum mechanics. It is not that any hidden variable theory, or locally

realistic theory must be non-local in order to mimic quantum mechanics, as Bell showed. It

is that quantum mechanics itself is non-local.

In much of the popular vocabulary of physicists, his war has been won. Many physicists,

including many of those with an interest in the foundational issues of quantum theory, refer

to quantum mechanics as non-local– using Bell’s arguments as a justification. By this they

usually mean that quantum mechanical entanglement has non-classical features and when

pushed, they will back off and agree that that non-locality is not really what Bell’s arguments

mean. However, they stubbornly insist on using the terminology. (Names or references are

purposely omitted to protect the guilty).

Stapp would however like to put this popular misnaming onto a firm footing. Despite a

large amount of criticism, he still insists that his analysis of a Hardy type experiment shows

that quantum mechanics itself is non-local. Unfortunately, in the face of this criticism, his

claims have become more and more diluted.

He has recently published another paper in the American Journal of Physics [1] with new

arguments on the non-locality of quantum mechanics. The end of the paper states ”This

conclusion represents some sort of failure of the notion that no influence of any kind can act

over a space-like interval”. “Some sort of failure” is so vague that almost anything can be

subsumed under its mantle. Meanwhile “no influence of any kind” is so strong that many

innocuous aspects of both classical and quantum physics can fall under this rubric.

Of course neither quantum mechanics nor classical mechanics has never argued that
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no influence of any kind can act over a space-like interval. The existence of correlations

between widely separated bodies could be taken to imply some sort of action over space-like

intervals. A measurement operation, in which the measuring apparatus is only read when

widely separated from the object could be taken to act over space-like intervals, since the

value of the variable measured on the system in question has changed from unknown to

known when the measuring apparatus is read. This is especially true in quantum mechanics

where one cannot regard the system in question as having a value for the quantity of interest

even in the absence of measurement. Ie, this sentence makes it unclear as to what Stapp

is claiming. With a suitably diluted notion of non-locality, any theory could be said to be

non-local.

The above paragraph may be taken as unfairly using his infelicitous language to erect

and demolish a straw man. Let us therefor look a bit more closely at his argument.

He uses a Hardy-type experiment in his argument. The quantum Hardy-type experiment

has been extensively described and generalised. It is a thought experiment in which two

(spatially separated) physical systems are described by some state which is weakly entangled

between the two systems. The weaker the entanglement, the more striking is the violation

of the classical expectations, although the more rare the conditions under which it applies.

We can consider the two systems to each be a two level system, and the state to be any

state which is not a product state. For any such state, one can find a set of two dynamical

variables for each sub-system, call them L1 and L2 for the one sub-system, and R1 and R2

for the other, with each variable having a pair of eigenvalues, denoted by + and -. These

attributes have the following four properties in the given state.

In all experiments with the system in that given initial state and in which L1 and R1 are

measured, and L1 is found to have value +, then R1 always has value +.

If R1 and L2 are measured, and R1 has value +, then L2 always has value +.

If L2 and R2 are measured, and L2 has value +, then R2 always has value +.

If L1 and R2 are measured, and L1 has value +, then R2 has value - with a probability

which approaches unity as the state approaches a product state. This is clearly in conflict

with the logical chain

L1 = +⇒ R1 = +⇒ L2 = +⇒ R2 = + (1)

which one would naively deduce from the chain of bipartite measurements.
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To make the above more definite, consider the two systems to be two two level systems,

with the usual Pauli matrices . Assume that in the σz basis for each the state of the system

is

|Ψ >= sin(φ)|+ + > +cos(φ)| − − > (2)

Ie, if φ is small, this state is almost a product state. Take L1 to be cos(2µ)σLz+sin(2µ)σLx

where tan(µ) = tan(φ)2, and take R1 to be cos(2φ)σRz + sin(2φ)σRx, Choosing L2 to be

1√
2
(σLz +σLx) and R2 to be sin(2φ)σRz +cos(2φ)σRx, where These operators obey the above

conditions. This choice comes very close to maximizing the probability, cos(2φ)2, that if

L1 and R2 are measured and L1 is +, then R2 is -. For φ << 1, this probability becomes

very close to unity. Note that attribute R2 is almost exactly the negative of R1, and its

+ eigenvector is almost exactly the − eigenvector of R1. Ie, L2 having value + implies

R1 has value + while L1 having value + implies that R2 has value - with high probability.

However, for any value of φ except 0 (no entanglement but the probability of L1=+ is zero)

or π/2 (maximum entanglement) these operators obey the conditions of this generalised

Hardy system.

For any classical system, the first three properties would imply that if L1 has value +

then R2 must have value +. The fourth property contradicts this. Stapp’s argument is that

this chain of reasoning also applies in quantum mechanics. The argument is subtle and uses

the language of counterfactuals.

Counterfactual arguments are tricky (see for example Shimony’s criticism of this paper

by Stapp which is similar to my criticism)[2], and are invariably heavily theory laden. They

are not statements about the world, but rather about one’s theory of the world. This is

especially clear in the example which could be called the argument of Peres’s mother [3].

When young his mother asked herself the counterfactual question of whose child, her

mother’s or her father’s, she would have been if her mother and father had each married

different people. While she ultimately decided the question was meaningless, it is clear that

it would not have been meaningless, and would furthermore have had a definite answer, had

her theory of human essence rested upon matrilinear reincarnation. Furthermore, had she

asked instead whether her father’s or mother’s child would have had her blue eyes, we would

have had no difficulty giving an answer based on our theories of genetic inheritance. Ie, the

meaningfulness and answer to a counterfactual question depends crucially on the theoretical
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context in which it is embedded.

The central point of Stapp’s argument rests on a proposition which he calls SR. This

proposition is (translated to the notation I am using)

If R1 is measured and gives outcome +, then if, instead, R2 had been measured, the

outcome would have been +.

By “instead” he does not mean in some other experiment, but means a counterfactual

replacement of the measurement of R1 by a measurement of R2 in the same experiment

in which R1 was measured. As a counterfactual statement, it can of course never actually

be tested by experiment in the real world. As with all counterfactual statements, it is

a statement made within the context of a theoretical framework. As such one must be

careful to ensure that the replacement makes sense within the context of the theory. Within

quantum theory this becomes especially ticklish, since the attribute R2 does not commute

with R1, and quantum mechanics thus rules out any interpretation of “instead of” which

makes it synonymous with “as well as ”. Ie, the measurement of R1 inherently destroys the

probability structure of the outcomes for R2 and interferes with any measurement of R2.

The first question to ask is whether, within the theoretical context of quantum mechanics,

the statement makes any sense. The statement assumes a number of other postulates–

namely that the state of the system before any measurement is the Hardy state, a state

which explicitly refers to both L and R. One can certainly argue that in fact, as in the case

of Peres’ mother, this statement does not make any sense withing the context of quantum

mechanics. Because attributes do not have values in the absence of measurement, because

the values found in a measurement occur without sufficient cause, are generated out of thin

air by the measurement itself, the question of what quantum mechanics would have to say

about the counterfactual replacement of R1 with R2 is ”nothing” in the absence of any other

conditions. But let us push the analysis a little bit further.

Within quantum mechanics, the validity of this counterfactual replacement hinges on

whether or not L2 was actually measured. If it was measured, then, because of the prior

condition that the state is the Hardy state and the assumption about the measured value

of R1, it is a fact that both R1 and L2 have values +. The validity of the counterfactual

replacement of R1 with R2 giving the value + then rests on the reality of the measurement of

L2. If, on the other hand, L2 was not actually measured, then the validity of the argument

rests on a double counterfactual– namely that if instead of not being measured at all, L2
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had been measured, it would have had value +, and thus on the second counterfactual

substitution of R2 for R1, R2 would have value +. There is no reason to believe that

quantum physics makes any sense at all out of such a double counterfactual substitution.

Stapp argues that if, one had, in the past (but space-like separated from) of the mea-

surement of either R1 or R2 referred to in this statement, L2 had been measured, then this

statement is true. The measurement result of + for the measurement of R1 would ensure

through the correlations inherent in the state that the outcome of the L2 measurement in

the past must have been + as well. But, since that result is surely independent of whether

or not R1 or R2 were measured in the future, it would still have had outcome + if the

experimenter in R had decided to measure R2 instead, and thus, because of the correlations

in the state, R2 would then have had value + as well. Thus, given only the knowledge that

L2 was measured, the statement SR is true. Of course it is true only because of the existence

of the measurement of L2. Without the existence of that measurement, the statement SR

is nonsense (ie, untrue).

However Stapp here uses the fee will of the experimentalist and his notion of locality

to argue that, as a statement about region R, SR must surely be independent of what

experiment was carried out in region L, since, it being space-like separated from R, one can

consider the measurement in region L to occur after that in R. Thus SR should continue to

be true if L2 were replaced with L1, in which case however, the inference of SR does not

follow ( and is in fact negated with high probability if the outcome of the L1 measurement

is +).

However this notion of locality is strange. SR, is not a statement about region R, rather it

is a statement about two different counterfactual worlds, the one in which R1 was measured

and the other where R2 was measured. There seems to me to be no argument from locality

or anything else which could demand that such a counterfactual relationship should be

independent of the actions in region L. The existence of the measurement of L2 plays a

crucial role in the establishment of the truth of SR, and there is no reason why that truth

should be independent of that measurement. IF SR refereed to some actual state of affairs in

a single world (established even by counterfactual reasoning) then such a locality requirement

might be reasonable. But as I have stated, the assumption that SR says something about

the single real world is a form of realism.
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II. VON NEUMAN MEASUREMENT

This Hardy type system can also be used to point out some features and limitations of the

von Neuman description of measurement. In establishing the logical consistency of quan-

tum mechanics and in particular of the measurement hypothesis, von Neuman introduces

a measurement hypothesis. A measurement on a system could be regarded as a primate

operation on that system. Alternatively, one could introduce a measuring apparatus which

was itself a quantum system, and whose interactions with the system were fully governed

by the laws of quantum mechanics. The measurement process on the original system was

now regarded as the establishment of correlations between some dynamic attribute of the

apparatus with the “measured” attribute of the system. The measurement, in the primate

sense, on this pointer attribute of the apparatus, could be used to infer, by means of the

correlations between the two systems, a value for the attribute of the system. He argued

that regarding a measurement on the system either as a primitive, or as being inferred from

a measurement on an apparatus, are consistent, and equivalent.

However, this model demonstrates limitations of this equivalence in some situations. Be-

cause of the correlations inherent in this Hardy state, one can regard the either the system

on the left or on the right as the system of interest and the other to be a measuring appara-

tus. The correlations created by the interaction which placed the system into the partially

entangled state are of the kind discussed by von Neuman. In particular, a measurement, in

the primitive sense, of R1 giving value + is perfectly correlated with L2 having value +. Ie,

a primitive measurement of R1 giving value + is a measurement in the von-Neuman sense

of L2 giving value +. (The primitive measurement of R1 giving any value is not equivalent

to a generic von Neuman measurement of L2, since the correlation is not valid for R1 hav-

ing value -.) Now, the primitive measurement of L2, giving value + can also be regarded

as a measurement in the von Neuman sense of R2 giving value +. But von Neuman also

insisted that there is no difference between a von Neuman and a primitive measurement as

far as the system is concerned. Thus, we can take the primate measurement of R1 with

value + to be equivalent to the measurement of L2 referred to the above, which was also a

measurement of R2 with value +. Ie, by the double application of von Neuman’s argument

the (primitive) measurement of R1 giving value + can apparently also be regarded as a von

Neuman measurement of R2 giving value +.
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One might make two objections. The first is that the measurement of R1 destroys the

probability distribution of R2, leaving R2 with an entirely different probability distribution.

What is R1 then measuring? However, physicists have long engaged in measurements which

destroy the system being measured even more completely. When a photon impinges on a

photographic plate or a CCD, the fact that the photon is completely destroyed in the process

does not change physicists’ notion that the photographic plate has measured the position

of the photon. Yes, it is destroyed, but just before the destruction the photon had that

position.

The second possible objection is that the measurement is very indirect. After all we are

operating through the intermediary of L2. Without L2, the measurement of R1 would not

allow anything to be inferred about the value of R2. But again, this possibility was already

envisioned by von Neuman, who discussed a whole chain of measuring apparatuses. One

could ”measure” the pointer of the apparatus, either as a primitive operation, or by coupling

it again to another super-apparatus, whose pointer we correlated with the pointer of the first

apparatus. This chain could be as long as one wished, as long as one had established the

chain of correlations between the various pointers and the original attribute in the system

to be measured. Ie, there is nothing in the von Neuman equivalence which limits our right

to regard R1 having value + as being a measurement of R2.

Note of course that this is a system to which we cannot apply the arguments of “Wigner’s

Friend”. Ie, a separate attempt to measure R2 either by coupling it to some other apparatus

, or via a primitive measurement will not give the same result as the result inferred from the

measurement of R1. But nowhere in the naive von Neuman analysis is there any requirement

that the “Wigner’s Friend” argument apply.

But, of course, if one does allow the measurement of R1 with value + to be a valid mea-

surement of R2, the plot grows even more convoluted. One could regard the measurement

of L1, giving value +, to be a measurement of R1 (with value +) which is a measurement

of L2 (with value +) which is a measurement of R2 (with value +). Again the fact that L2

is destroyed in the primitive measurement of L1 would seems to be irrelevant.

But this leads to a contradiction. For exactly the same correlated state between the

measuring apparatus L1 and the system attribute R2 allows one to assume that if L1 has

value +, R2 almost certainly has value -. Ie, the equivalence between primitive measurements

and von Neuman causal chain measurements fails spectacularly. At the same time it is not

8



clear exactly where it fails.

Ie, it would seem that one needs to restrict the von Neuman measurement chain such that

at each step one can apply a ”Wigner’s Friend” argument to obtain the same outcome for

the measurement as the one inferred from the von Neuman chain. Or equivalently one must

restrict the measurement chain so that at no point can a measuring apparatus be regarded

as measuring itself.

Bell’s theorem and Quantum Systems

Ultimately all arguments for the non-locality of quantum mechanics can be traced back

to Bell’s arguments [4] in establishing his theorem for ”Locally realistic” systems. It seems

to be because of the powerful fascination of realism that the violation Bell’s inequality for

quantum mechanics and for the real physical world is interpreted as a violation of locality.

It is worth looking in more detail at Bell’s argument and at the differences between quantum

and classical systems for each step in the argument. In the following I will use the name

Bell to refer to the Clauser, Horn, Shimony and Holt [5] version of the argument.(See also

Jarret[6] for a discussion of the experiment).

The setup is that we have two attributes L1 and L2 on the left and R1 and R2 on the right.

(these are not the same as the attributes above in the Stapp argument.) Each takes values

of ±1. In the quantum system we will take L1 and L2 to be maximally non-commuting

attributes, and can take them as σ1 and σ2, the two Pauli spin matrices, and R1 and R2 are

also the two sigma matrices for another two level system.The system is set up in a correlated

state, and a sequence of measurements are made on the L and R systems. In particular L1

or L2 is measured on the left and R1 or R2 on the right. In each measurement only one

of the pair are measured. After the measurements have all been made, a set of correlation

functions is measured. Namely

[L1 R1] =
∑

11

L1iR1i/
∑

11

1 (3)

[L1 R2] =
∑

12

L1iR2i/
∑

12

1 (4)

[L2 R1] =
∑

21

L2iR1i/
∑

21

1 (5)

[L2 R2] =
∑

22

L2iR2i/
∑

22

1 (6)

where in each case terms like L1i refer to the value obtained for L1 in the ith trial and the

sum over i is over all instances in which the corresponding attributes were measured. (ie,
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∑
12 is the sum over all instances in which L1 and R2 were measured.)

Now, of course each of these correlation function is taken over disjoint sets. It is never

the case that both R1 and R2 were measured in the same instance, and similarly no case

where L1 and L2 were measured in the same instance.

The critical procedure in Bell’s proof is to argue using local realism, that even though

they were not measured in any instance, all of the operators L1, L2, R1, R2 actually have

values in each of the instances of measurement. Furthermore, he uses locality to argue that

if this is true, then the measured correlation function < La Rb >, with a, b both taking

values 1 and 2 is a good estimator of the (counterfactual) correlator

< La Rb >≈
∑

LajRbj/
∑

j

1 (7)

where this time the sum is taken over all instances in which any measurement was taken. If

we assume that the sets are or roughly equal size, in 1/4 of the values of j, these correspond

to real values for La and Rb and in 3/4 of the cases at least one of them is the value assumed

to exist by counterfactual realism.

Furthermore, locality is used to argue that we can write

[L1 R1] + [L1 R2] + [L2 R1]− [L2 R2] =< L1(R1 +R2) > + < L2(R1−R2) >=< L1(R1 +R2) + L2(R1−R2) >(8)

This is the critical relation. Ie, the whole use of locality and local realism is to argue that

the sum of the correlators is equal to the correlation of the sum of the operators.

What is of course interesting about quantum mechanics is this property comes free. If

we define La and Ra as the quantum operators and the expectation values as the quantum

expectation values, then quantum mechanics gives us, for free, that

[L1 R1] + [L1 R2] + [L2 R1]− [L2 R2] = 〈ψ|L1(R1 + R2)|ψ〉+ 〈ψ|L2(R1−R2)|ψ〉(9)

= 〈ψ|L1(R1 + R2) + L2(R1−R2)|ψ〉 (10)

Since the use of locality in the classical case is solely to demonstrate the truth of something

which quantum mechanics apparently gives us for free, the question now arises as to where

the difference between the quantum and classical resides.

The first instance is when we examine the meaning of these expectation values. In the

classical case, for example < L1(R1 + R2) > is taken to mean something different from

〈ψ|L1(R1 + R2)|(〉ψ). In the classical case, Bell took R1 + R2 in each instance to be the
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sum of the values of R1 and R2 for each particular instance. Since by assumption Ra took

values of±1, R1+R2 has values of±2 or 0. However, a critical feature of quantum mechanics

is that R1+R2 is an operator, and attribute in its own right, and will take values of ±
√

2.

Furthermore, in all situations in which the operators R1 and R2 are measured separately,

or their sum is measured,

|ψ〉M R1〈ψ|+ |ψ〉M R2〈ψ| = |ψ〉M( R1 + R2)〈ψ| (11)

where M is any operator which commutes with Ra. Ie, measured separately or measured

as a sum, these two correlators are identical.

If the classical system is to mimic the quantum system, this must also be true of the

classical system. In general since R1 +R2 has different values than R1 + R2 (namely ±2, 0

instead of ±
√

2 this mimicking is difficult for the classical system to maintain.

Secondly, Bell makes use of another feature. Both of the attributes R1+R2 and R1−R2

are assumed to have possible values of ±2, 0. Furthermore they are perfectly anti-correlated

in that one and only of of the two ever has the value 0 in any one instance of the experiment.

Thus in each element of the sum, either R1 +R2 or R1−R2 is zero. Since. L1 and L2 have

values of ±1 we immediately get Bell’s theorem, namely that

−2 ≤ [L1 R1] + [L1 R2] + [L2 R1]− [L2 R2] ≤ 2 (12)

The quantum violation comes about by noting that we can find a state, |ψ〉such that L1

and (R1+R2) are maximally correlated– ie every-time L1 has value +1, R1+R2 has value

+
√

2 and every time L1 has value -1, R1+R2 has value +
√

2. That same state |ψ〉 can be

chosen so that L2 and R1-R2 are also maximally correlated. This immediately leads to the

quantum correlation

[L1 R1] + [L1 R2] + [L2 R1]− [L2 R2] = 2
√

2 (13)

Where can one locate the difference between the quantum and classical case. A key

location is the assumption that the values of R1 + R2 take values of ±2, 0 rather than the

±
√

2 of the quantum system. Ie, in quantum mechanics the sum of the values is not the

same as the values of the sum. This is clearly crucial in Bell’s argument.

WE can express this in a slightly different way. If we look at the correlation < (R1 +

R2)(R1 − R2) > for the classical system, it is crucial to Bell’s argument that this is zero.
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Quantum mechanically of course, this expression would not necessarily be zero and in fact

in the quantum state under consideration it is non-zero.

The second point, related to the first, is that R1+R2 is anti-correlated with R1-R2 in

that a non-zero value of one is perfectly correlated with a zero value of the other. Clearly

if the values are not 0 and ±2 this correlation between the two makes little sense. Finally,

the perfect correlations between R1+R2 and L1 at the same time as a perfect correlation

between R1-R2 and L2 obtains in the quantum system is also critical to the possibility

of its violating the classical limits. Can a classical system be set up so as to have this

same correlation? The answer is of course yes. We take R1 ± R2 to have values ±
√

2 as

for the quantum system. Set up the four states {+1,+1,+
√

2,+
√

2 , {+1,−1,+
√

2,−
√

2,

{−1,+1,−
√

2,+
√

2, and {−1,−1,−
√

2,−
√

2 where these four values are the classical values

of L1,L2,(R1+R2), and (R1-R2) respectively. The classical state is now defined by taking

each of these states with probability of 1/4. Thus we see that the critical difference between

quantum and classical system is in the fact that the sum of values is not the same as the

values of the sum. Classically, the values of R1+R2 are just the values of R1 added to those

of R2, namely ±2, 0 while quantum mechanically they are just ±
√

2.

We note that the locality has played a weak role. It has acted to allow us to argue that for

the classical system, the correlations behave in just the way we would expect the quantum

system to behave– namely that the sum of the correlators is just the theoretical correlation

of the sum.

Acknowledgments

I would like to thank A. Shimony for showing me a copy of his paper before publication,

and drawing my attention to Stapp’s latest paper. I would also thank the Canadian Institute

for Advanced Research, and the NSERC for their support during this research.

[1] H.P. Stapp, Am. J. Phys 71, 30 (2004).

[2] A. Shimony, Found. Phys (to Appear as a special edition for A. Peres on his 70th birthday)

(2005) See also the extensive bibliography in this paper.

[3] W. Unruh, Phys Rev A 59, 126 (1999).

12



[4] See the reprints of the original papers is J.S.Bell Speakable and Unspeakable in Quantum

Mechanics Cambridge U Press (Cambridge, 1987)

[5] J. F. Clauser, M.A. Horne, A. Shimony and R. A. Holt, Phys. Rev. Lett. 23, 880-884 (1969),

[6] Jon Jarrett “Bell’s Theorem: A Guide to the Implications” in J. Cushing, E. McMullin, eds

Philosophical Consequences of Quantum Theory University of Notre Dame Press (1989)

13



 


